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Abstract

This thesis explores methods for creating three-dimensional information visualisations that are com-
patible with the limitations of human spatial perception. The concept@fand-a-half-dimensional
visualisationis loosely defined as visualisation which treats the third spatial dimensional in a dif-
ferent way to the other two. A more precise definitionz’éD visualisation is introduced; followed
by some guidelines for designirﬂ;}D visualisations. These design guidelines are explored in a
quantitative experiment.

The definition for23D visualisation is then extended &D graph visualisation that is,
relational-network visualisation which follows t%D design guidelines. AZ%D graph visuali-
sation paradigm callestratified graph visualisatiois introduced for the visualisation of evolving
graphs or for the comparison of related sets of graphs. The issue of automatically finding a good
layout for stratified graph visualisations is examined. A number of extensions to general graph
layout algorithms are proposed with the intention of providing improved results for stratified graph
visualisations.

These concepts are explored with case studies in three different application dorfusids:

manager movemennetabolic pathwayandphylogenetic trees






CHAPTER 1

Introduction

“Program a map to display frequency of data exchange, every thousand megabytes a
single pixel on a very large screen. Manhattan and Atlanta burn solid white. Then
they start to pulse, the rate of traffic threatening to overload your simulation. Your map
is about to go nova. Cool it down. Up your scale. Each pixel a million megabytes.
At a hundred million megabytes per second, you begin to make out certain blocks in
midtown Manhattan, outlines of hundred-year-old industrial parks ringing the old core
of Atlanta. . .” — William GibsonNeuromancef79]

1.1 Visualisation

At its most basic, data visualisation involves making pictures to represent data. Two goals for
this process are commonly cited. These are briefly explained here with references to two famous

nineteenth century examples that are almost mandatory in any introduction to visualisation

Communication — using visualisation to convey knowledge about data to an au-
dience. This practice is also described by Tufteviaaal explanatiorj187].
The classic example is the visual mapping by Minaté( of the progress
of Napoleon’s army in its failed 1812—-1813 campaign through the Russian
winter. Relationships between six variables: time; temperature; the size of
the shrinking army; two-dimensional geographic location; and direction of

movement — are elegantly demonstrated in a single picture.

Investigation — visually exploring an unknown data-set by applying various map-
pings of the data to pictures. This process is also calledal data min-

ing [176. The hope is that interesting and possibly unexpected properties of

Tufte [188, Spence 177 and Wainer 191] each discuss the Minard and Snow examples at length.
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the data will become obvious with an appropriate visual mapping. For exam-
ple, a popular story in the visualisation literature describes Dr. John Snow’s
use of visualisation to discover a link between cholera and the London water
supply. By plotting the position of homes of victims he discovered that they

were clustered around a water pungd]f

As these examples show, people have been experimenting with both types of visualisation for a
long time. However, the intrusion of computers into every aspect of our lives has made the problems
involved in turning data into knowledge and then communicating that knowledge more critical,
and more difficult, than ever before. Although computer technology has caused these problems
it also potentially offers the solutions. Computers are constantly logging vast quantities of data
about everything we do. The internet and the world-wide-web make all kinds of raw data available
for analysis almost instantly. No human being can hope to sit down and analyse these hoards of
information in the manner that Minard and Snow did — armed only with drawing implements and
creativity. Thus, the modern idea of visualisation is inextricably linked to computers and computer
graphics.

Although long used as a tool for analysis in the sciences, computer visualisation only formally
became a field of research in its own right in the late 19833 Since then, according to a

taxonomy given by Card et al$, p. 7], visualisation has split into two main subfields:

Scientific visualisation generally includes any sort of graphical representation of
scientific data. Examples in the literature, however, are usually characterised
by a fairly direct mapping from a physical geometry to a computer enhanced
model and imagery. Scientific visualisation includes, for example: medical
applications — such as reconstruction of MRI scans into artificial reality mod-
els; engineering applications — such as the study of air and fluid flows over
surfaces; and in physics, the study of atmospheric models or astronomical

data.

Information visualisation is generally concerned with more abstract data: that is,
data not directly related to an underlying physical space or geometry. Ex-
amples include business data such as price/volume data, or age/population
data. Although such data may include geographical attributes, relationships

between other variables are generally the focus.
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Thus, the designer of an information visualisation must find a mapping from an abstract in-
formation space to a geometry that can be viewed in one, two or three spatial dimensions. Data
dimensions can be mapped to visual attributes such as colour, texture, transparency, animation, or
even non-visual attributes such as sounds or force feedbagki¢9. The primary concern of this
thesis, however, is a method for most effectively utilising the third spatial dimension in information
visualisation — patrticularly in the visualisation ilational networksthat is, networks of related
concepts or data entities.

The remainder of this introductory chapter is structured as follows. In Seti&abackground
into two- and three-dimensional computer graphics technology is given. A discussion of the use,
and abuse, of three-dimension&D) computer graphics technology in the field of information
visualisation is presented in Secti@rB; leading to the motivation for this thesis. A number of
case studies are presented in the later chapters of this thesis. In Skdtam introduction to
the application domains considered in the case studies is given, again focusing on the use of 3D
visualisation methods in these domains. In Sectidgithe research methodology used in this work
is discussed. Sectidh6 discusses the research contributions of this thesis and, finally, Sé&cfion

outlines the organisation of the remaining chapters.

1.2 Three-dimensional Computer Graphics

In essence scientists have been visualising data since the first output devices were connected to
valve-based logic engines in the 1940s and 1950s. The Hollywood stereotype of computers as im-
posing walls of blinking lights descends from these early visualisation experiments where lights
were direct representations of the/off states of bits. As computer graphics became more sophis-
ticated, more abstract visualisation became possible.

Computer generated representations of a three-dimensional model are generalBzgliaph-
ics. Computers have been generating 3D graphics almost as long as two-dimer&)mmahphics.
In fact, the terncomputer graphicsvas first used in 1960 by Fetted4], to describe his computer
generated drawings of the 3D human form which were intended for studying human factors in aero-
plane cockpit design for Boeing. The images were produced on a plotter and then photographed to
produce a film animation.

This first production of an animated movie from a 3D computer model demonstrates an early

understanding of a fundamental problem in 3D graphics: namely, that rendering a static image of
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3D Computer Model |:> 2D Rendering |:> 3D Mental Model
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Figure 1.1: Rendering a static image of a 3D model on a 2D surface is a poor way to communicate the
geometry of the model. Note that the mental model differs from the original computer model.

the 3D model on a 2D surface is a poor way to communicate the geometry of the 3D model to
a viewer. Figurel.l shows the situation. Basically, all depth information and information about
occluded parts of the model are lost in a 2D rendering. Rotating or flying around the model in an
animation, such as the film produced by Fetter, gives the viewer a much better understanding of the
underlying 3D geometry.

The ultimate way to study a 3D model is to interact with it as though it were an actual physical
object. This need was recognised very early in the development of computer graphics. In the late
1960s SutherlandlB]] created the firstirtual reality system for interactively navigating around a
3D model. The system incorporated a head-mounted display coupled to a pole attached to a heavy
computer system in the ceiling. Called the “Sword of Damocles” this pole was used to track the
position and orientation of the user. The model was then rendered relative to the user’s viewpoint
providing a somewhat immersive experience.

Providing a completely immersive experience has proved to be a difficult task. It has become
apparent that people are remarkably sensitive to artifacts such as slow refresh rates, poor resolu-
tion and imperfect stereo optics. Virtual-reality technology, however, has gradually improved with

the availability of better head-mounted displays and better position tracking systems as well as im-
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provements in the underlying computer graphics systems. Three-dimensional “printing” systems
are available, providing a very good, albeit static, solution to this problem. The task of bringing
similar realism to interactive models that can be manipulated and changed in real time is ongoing.
Advances includénapticsor force-feedbaclsystems that allow viewers to actually touch and feel
the 3D models; andugmented realitgystems which overlay the user’s view of the real world with
images of virtual 3D models.

In short, 3D graphics technology has a decades-long history and has seen many improvements.
In recent years particularly, industry commentators have noted that improvement in graphics pro-
cessor power has exceeded Moore’s law and that on-line photo-realistic rendering of movies will
soon be possiblelfLg. While realistic virtual- and augmented-reality remains elusive in 2004, the
technology moves forward at a pace that makes it seem inevitable that such environments will, one

day, be available for applications such as information visualisation.

1.3 Motivation: two- and three-dimensional visualisation

The purpose of this thesis is to find methods for effectively utilising the third dimension that is avail-
able in modern computer graphics: that is, to find 3D visualisation paradigms that have concrete
advantages over their 2D counterparts.

Since the early days of computer graphics research, advances in visualising 3D models have
gone hand-in-hand with general advances in 2D graphics. In many fields 3D graphics has become a
standard tool. In 2004 most action movies feature computer-generated imagery based on complex
3D models. Most engineers and architects would not now consider creating a physical prototype
of a design without first creating a virtual model and analysing it on a graphics workstation. The
motivation for using 3D graphics in these areas is clear: special effects in movies are intended to
simulate physical action in the real, three-dimensional world; and Engineers and architects design
three-dimensional objects. In both of these situations it makes sense to model the physical reality
as closely as possible — this means modelling 3D objects in a 3D virtual space and visualising the
results with computer graphics.

Similarly, in scientific visualisation there is often a clear-cut imperative for using 3D computer
graphics. In visualising scientific data one is often overlaying a real-world 3D environment with
extra information. Volumetric renderings, for example, in medical or geological applications are

reconstructions of actual spatial geometry. Another situation where the move to 3D brings clear
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benefits is in mathematics visualisation: where visualising a function of two variables — for exam-
ple, defining a surface — is simply less intuitive without 3D.

The question of whether to use 3D graphics in abstract information visualisation, however, is
less clear cut. When information or data is callduktract the description refers to a lack of a
simple, obvious spatial mapping for these entities. In a visualisation of stock-price-by-industry
data, for example, such a mapping can be more subjective. When visualising a network of abstract
concepts, such as the network of synonyms in a thesaurus, the mapping for each of the concepts to
a position in 2D or 3D space may be chosen completely arbitrarily. A wise designer attempts to
find a spatial arrangement for the network that best shows its structure.

Advances in 3D graphics technology have also made the choice of mapping to a 2D or 3D
visualisable space fairly arbitrary from a programmer’s point of view. Debate about whether to use
3D graphics in information visualisation, however, tends to be simplistic and uncompromising on
both sides. For example, many point out that a computer screen is fundamentally two dimensional,
as is the printed page. Therefore why “mess around” with perspective and other depth cues when
we can simply map directly to the dimensionality of the target media? However, new technologies
such as augmented reality and 3D printing make this argument seem short sighted.

Enthusiasts for 3D information visualisation have claimed that human spatial memory performs
better when spatial mappings of information are presented with perspective rendering. The hypoth-
esis is that renderings that simulate depth of field are closer to the way we perceive the real world
and are therefore more intuitive than flat renderirtjs More-recent studies have supported this
hypothesis158, 183, but not without challenge3d, 33]. The latter pair of papers point out that the
former studies introduce variables in their conversion of interfaces to 3D that were not controlled
experimentally. Indeed, it seems a difficult theory to prove or disprove conclusively.

Another argument in support of 3D graphics for abstract information visualisation, has been
its aesthetic appeal. A study by Levy et dl2f] found that undergraduate psychology students
preferred to use 3D charts, such as the example shown in Figréo present information to
others. However, the report did not consider whether such preferences were subject to a fickle
fashion sense. The study was completed in 1996 when such 3D charting support was relatively new
to spreadsheet tools likex€EL and may have still held some appeal due to novelty. Although they
may be aesthetically pleasing, such 3D chart effects do not utilis&thgimension in a way that
increases the amount of information shown over flat versions and probably only makes them more

confusing. Tufte 188 Page 118] labels these 3D effects, along with other useless decorations, as
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Figure 1.2: 3D “Chart junk” might capture attention but it distorts the perceived values.

“chart junk”.

The motivation for this thesis is that arguments such as those above are based on aesthetics and
poorly understood cognitive models, and miss a fundamentally more important point. It is argued
that the availability of an extra spatial dimension in modern computer graphics can provide concrete
benefits to certain information visualisation tasks (for example, see Fig@yéut enthusiasm
should be tempered by a knowledge of the limitations of human spatial perception. As discussed in
Chapter2, humans have better visual acuity in the view-plane than in depth of field. Problems with
perspective distortion and occlusion are also fairly easy to demonstrate, although the interactive
systems described in Secti@r?, above, may alleviate these problems to some degree.

In 1997 Gershon and Eick stated the challenge:

“With the widespread deployment of 3D graphics chip sets, desktop PCs will soon han-
dle much more sophisticated 3D graphics and animations. The challenge is how best to
exploit this forthcoming capability. Currently, we do not always understand when 3D
is more effective than 2D and vice versa. As better software makes it easier to produce
visualizations, it will be important not to use these new capabilities indiscriminately —
only when they are appropriate and convey information effectively.” — Gershon and
Eick [77, Page 30].

This thesis explores situations where a compromise between 2D and 3D visualisations is reached:

that is, visualisation paradigms which exploit 3D graphics whilst, at the same time, retaining the
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812

(a) The original figure produced by Minard in (b) A modern reworking of the chart uses a
1861 [L60). spatial mapping for time. Courtesy Menno-
Jan Kraak 120

Figure 1.3: Two versions of Minard’s famous visualisation of the 1812—-13 Napoleonic campaign through
Russia.

useful properties of visualisations in 2D. Although the term is defined more precisely in later chap-

ters, such a compromise can be thought of loosely as a “two-and-a-half dimensional” approach.

1.4 Application domains

This section briefly introduces the three application domains explored at length in the case studies
of later chapters. Particular focus has been given to previous efforts to visualise these domains in

3D.

1.4.1 Fund Manager Portfolios

The data-set instigating the first case study (Chaptés holding-data from the United Kingdom

(UK) Stock Exchange Registty Issuersare the companies that float their stocks on the stock
market allowing investors, drolders to buy a share of the company. Under UK law issuers must
regularly declare to the Stock Exchange Registry a list of their largest holders. Industry analysts
associated with this case stifdyere interested in using this data to try to reconstruct the portfolios

of large fund managers and, then, to visualise these portfolios in such a way that the investment

2Provided by Computershare Analytics (UK) Ltd.
3The case study was funded by the Cooperative Research Centre for Technology Enabled Capital Markets (CMCRC
Australia Ltd.)
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Figure 1.4: A time-series chart used in analysing a mutual fund’s performance. Courtesy David Gallagher.

strategies of the fund managers could be studied.

A fund manager maintains a portfolio of stocks spread across a number of industries or market
sectors with the aim of maintaining or growing the portfolio’s value. A typical example of the type
of visualisation familiar to fund-manager performance analysts is shown in Figuras described
by Gallagher 74, the chart offers an explanation for seasonal variations in tracking error: that is,
the difference in performance between a fund and the market index based on the effects of dividend
returns. The figure is very effective at communicating a specific point that is already well known
to the author: that is, it is a visual explanation. It does, however, show only a simple relationship
involving only a very small number of variables.

From the point of view of visualisation research, the charting techniques used by fund-manager-
performance analysts are not at all ambitious. In fact, these visual techniques were demonstrated by
Playfair in the 18th centurylP1]. More modern techniques can be used to open up new possibilities
in visual data mining and exploration for these analysts. In Cha&ptevel visualisation methods
are used in an application for exploring large-volume, high-dimensional fund-manager portfolio
data.

A survey of the techniques available for analysing portfolio data should also include more gen-

eral capital market visualisations. To date, most systems for the visualisation of stock market data
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Figure 1.5: A typical share price and volume time-series chart. Courtesy Commonwealth Securites.

have concentrated on effective methods for showing time-series data, particularly trying to cap-
ture share-price fluctuations and market share. This has traditionally been achieved through simple
charts and histograms: for example, Figdr& is a typical chart showing fluctuations in share
price and trading volume over tirhie A relatively early example is from Varshney and Kaufman
[190 who present a tool for exploring financial data, such as stock and option prices, in a visual-
spreadsheet-type format. The only 3D visualisation included in their tool is a 3D histogram demon-
strated with stock bid prices. Another early report on the visualisation of capital markets data using
3D graphics is demonstrated by Wrigl20f3. Again, these are essentially 3D histograms but are
notable as Wright also stresses the importance of animation and interaction in supporting users’
understanding of a 3D scene.

In studying ways to extend visualisations of foreign currency exchange options into three di-
mensions, Gresh et al8f] showed how these multidimensional entities could be displayed as
surfaces in 3D space. Although these are at the cutting edge in business graphics, such techniques
have been used in engineering and scientific visualisation for many years.

Tegarden 184 gives a comprehensive overview of applications of state-of-the-art visualisation
techniques to business data. Included is a dense representation of stock price and volume data using
a “floor and walls” metaphor. This involves the use of 3D histograms displayed on the floor of a
virtual room with additional 2D charts mapped onto the walls of the room. Again, although visually
quite arresting, the techniques used are fairly trivial extensions of common chart types into a 3D

space.

4Seehttp://www.comsec.com.au
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Figure 1.6: The SmartMoney treemap based portfolio representation.

One innovative technique which deviates somewhat from the time-series chart type, is the
SmartMoney market madlyy, see Figurel.6. Based on the REEMAP system by Shneider-
man [L73, the market map divides a 2D area into smaller rectangular regions representing indus-
tries. These industry rectangles are divided again into still-smaller rectangles representing individ-
ual stocks. The area of each region corresponds to the total value of the sector or stock, and colour
is used to indicate change over time. A 3D extension extrudes each rectangle into a box where
height, above or below the reference plane, instead of colour, is used to indicate change in value.
Since they use relative area to represent a percentagesMAPs could be thought of as descen-
dants of pie charts. However, they improve on readability over pie charts and provide a capacity for
representing hierarchies — such as the industry/stock hierarchy of this application.

A more-abstract metaphor is explored by NesHi#tq. The Bid-Ask Landscape (see Figure
1.7) uses a virtual-reality environment involving auralisation to display a dynamically updated rep-
resentation of the order book for a particular share. The order book is presented as a valley and a
river with volumes of bids (buy orders) indicated by the height of the left bank and asks (sell or-
ders) represented similarly by the right bank. The position of the river indicates the price at which
an actual trade occurs. He reports that experiments testing the effectiveness of the visualisation in
helping users to predict price changes gave very positive results.

Some more-recent methods for visually analysing financial data have utilised graph-visualisation
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(a) The Bid-Ask Landscape visualisation in avir-  (b) A literal interpretation of the Bid-Ask Land-
tual reality environment. Courtesy Keith Nesbitt.  scape metaphor. Courtesy Damian Merrick.

Figure 1.7: Two versions of the Bid-Ask Landscape metaphor

techniques to show the relationships between more-abstract concepts. Thygaphis intended

here, and in the sequel, in the mathematical sense of a ‘network of connected cora®lis-

tinct from the charts and histograms described above. The most common examples have tried to
capture share price correlation based on various similarity metrics by introducing extra geometric
parameters. For example, Brodbeck et a5] [use such metrics to create a large graph which is
then arranged in the plane using a force-directed placement algorithm (see Seztipnin this

way, more highly correlated commaodities are positioned geometrically closely together so that clus-
tering is clearly visible. Gross et aB§] use a similar technique to compare economic data using

three-dimensional layout.

1.4.2 Metabolic Pathways

Biochemistry is the study of chemical substances and chemical processes occurring in living beings,
and is becoming increasingly important to innumerable applications — from the development of
pharmaceuticals to genetic engineering. In biochemistry, biological processes are often represented
as complex networks such as metabolic pathwags][ signal transduction pathway44g, and
protein-protein interaction network&32.

The second case study considered in this thesis (Ch@jteolves the visualisation of metabolic
pathways to support biochemists’ understanding of these complex netwddtabolic reactions
are transformations of chemical substances occurring in living organisms. A reaction involves the

transformation of one or more chemical substancesctant$ into one or more different chemical

5Sometimes called a relational network.
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substancespfoductg and this transformation is usually assisted by a catalyst calleshayme

Specific metabolic processes occurring in living beings involve many such reactions forming large
and often complex networks, where each node in the network represents a chemical substance and
the links between them indicate a reaction transforming one substance into another. The networks
representing specific processes, or those defined by functional boundaries such as the network be-
tween particular initial and final substances, are catterlabolic pathwaysMetabolic pathways

are subnetworks of what biochemists think of as the much larger, complete network of metabolic
reactions.

The most common visual representations of metabolic pathways are static drawings of these
networks on wall charts or in textbooks, such 837. Attempts to render all the known metabolic
pathways — or even just the most commonly studied pathways — in a single reference chart have
yielded very large and complex posters. For example, Fijid#shows a poster by Michal Bg| of
important metabolic pathways as they were understood in 1993. Clearly, such manually produced,

static representations have a number of drawbacks:

e Even printed as a large poster, the detail is only visible by very close inspection.

e Itis very difficult to update such a drawing as new information becomes available.
Since 1993 many new pathways have been identified and biochemists’ understand-

ing of existing processes have been updated.

¢ Finding subnetworks for specific metabolic processes requires a tedious scan across

the entire poster.

Efforts to create systems with pre-drawn pathway diagrams, cross-referenced and stored in on-
line, searchable databases represent a significant advance on static posters and books. The first such
attempt, XPASY [4] is an annotated image database made up of scanned segments of the Biochem-
ical Pathways poster. THEEGG: Kyoto Encyclopedia of Genes and Genofids] is a similar
system, but it contains separate diagrams (again manually produced) for pathways of different pro-
cesses (see Figude9). Another — although much less extensive — online collection of pathway
diagrams, théletabolic Pathways of Biochemistwebsité, is notable in this survey for its limited
use of 3D graphics. It uses the MDL CHIME plug-ito draw 3D molecular representations of the

substancem-situin the diagram (see Figute10).

6Seehttp:/www.gwu.edu/ mpb/
"Seehttp://www.mdli.com/products/framework/chemscape/
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Figure 1.9: A representation of the Citrate Cycle from the KEGG database.
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Figure 1.11: A metabolic pathway automatically drawn bydPATH.

The images stored in each of these on-line databases are static: that is, each diagram is manually
produced and cross-referenced in the database. Although this addresses the search-ability issue, the
time consuming process of creating new diagrams as new knowledge becomes available, means
that databases such as KEGG are difficult to keep up to date. The solution to this problem lies in
generating the diagrams automatically using graph-drawing techniques. The current state of the art
in this endeavour is the IBPATH system 69, 169. Figurel.11shows a high quality metabolic-

pathway drawing automatically generated bypBATH.

1.4.3 Phylogenetic Trees

The final case study in Chapt&rinvolves the use of 3D graphics to stuéylogenetic trees
Phylogenetic trees (also callegtolutionary treesshow the ancestral relationships among a set of
species. The leaves of these trees represent species, the internal nodes refer to (hypothetical) ances-
tors. Phylogenetic trees play an important role in life sciences and are used for many applications,
such as understanding evolutionary processes, designing new drugs, measuring genetic variations
between species, and predicting the expression of genes.

The trees are inferred from data, describing similarities between species, in a process called
phylogenetic analysisThese similarities may be determined by expert knowledge about the mor-
phological attributes (physical characteristics) of species or, more recently, by automated methods
such as the comparison of nucleotide and protein seque®ted7] 1]. There are many algorithms
available for tree inference from this similarity data. Generally, most methods recursively match
pairs of species, and then families of species, to produce a binary hierarchy.

An example of a conventional drawing of a phylogenetic tree is given in Figag&. Note that,

8Data-set from39]. Used by permission.
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by convention, branch lengths give an indication of similarity of the species (and therefore evolu-
tionary time). Note also, that the leaves of the trees are usually drawn with no specific order except
to keep the drawing planarin some applications it makes sense to order the leaves such that the
total dissimilarity of consecutive leaves is kept to a minimum, while respecting the neighbourhood
constraints defined by the tree such that the tree-drawing remains planar. Such orderings are known
asoptimal leaf orderinggnd can be computed efficiently for any similarity meas@re #Q.

A number of simple systems are available for producing these standard 2D tree drawings,
also calledphenogramsdendrogramsor cladograms A well known example system iSREE-

VIEW [15(0. Producing these drawings is relatively straightforward and a number of packages for
inferring tree structure from species similarity data also generate their own cladograms, for example
PHYLIP [61] and T-Rex [127]. More recently the focus of phylogenetic tree visualisation systems
has shifted to providing interactive visualisations of very large trees, for example RibBMiz

system 64 allows a user to browse 2D drawings of tree structures with tens of thousands of
leaves.

The availability of very large phylogenetic tree data-sets and biologists’ need to study them,
has also helped to motivate the use of 3D graphics in order to show as much of the tree structure
as possible in a single display. Figurel3shows a visualisation, prepared by Hughes etldld]]
of the most complete phylogeny of all known cellular organisms avafl@bl@he display was
generated by the YW.RuUs 3D hyperbolic graph visualisation tdéland contains approximately
180,000 nodes. A user can interactively “fly” around the 3D space or zoom-in to sub-trees by
choosing focus nodes in the hyperbolic browser.

Another recent thrust in phylogenetic tree visualisation research has focused on the comparison
of sets of similar trees. TheREEJUXTAPOSER[1427 system allows users to compare two trees
using interactive zooming. A system from Klingner et 4ll17] allows users to browse a larger set
of trees using anulti-dimensional scalin technique. An effort to utilise 3D graphics in tackling
this visualisation problem comes from Stewart et &79. In this visualisatioh® (see Figurel.14)

a number of traditional 2D arrangements of similar trees are stacked into the third dimension to

support comparison of the trees’ internal structure. This is an example of what is defined in Chapter

°A planar drawing of a tree has no overlapping branches.

1%From the NCBI Taxonomy database. S$ew://www.ncbi.nlm.nih.gov/Taxonomy/

H1geehttp://www.caida.org/tools/visualization/walrus/

2Multi-dimensional Scaling (MDS) is the process of reducing the dlmen5|onallty of data: for example, by combining
correlated variables. MDS is explained in more detail in Chapter

Byisualisation produced by REEVIEWER. Seehttp://www.avl.iu.edu/projects/Tree3D/
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Figure 1.12: An example of a conventional drawing of a phylogenetic tree (a phenogram). The leaves
indicate species; the internal nodes represent hypothetical ancestors for the species; and branch lengths give
an indication of evolutionary time. The leaf ordering is entirely arbitrary.
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Figure 1.13: A 3D Hypobolic drawing of a very large phylogenetic tree generated with the Walrus tool,
courtesy Tim Hughes.

4 as “Z%D stratified graph visualisation” and is discussed again in more detail in the case study in

Chapter7.

1.5 Research Methodology

In this thesis the early literature studies, research and experiments in creating visualisations for
various domains led to the formulation of a number of principles for 3D visualisation design. Exist-
ing descriptions of so caIIedZ%D” visualisation were refined to produce a more precise definition

of 21D visualisation an®1D network (or graph) visualisation. THE D visualisation paradigm

was explored using a quantitative experimental study. The experimental method used is a standard
two-group, post-test-only, randomised experimental design ($E§)] Subjects’ performances in
various tasks testing their ability to understand a visualisation were analysed.

A number of 3D visualisation tools implementing theEEED principles were designed. The



20 Introduction

Figure 1.14: The 2%D visualisation of a set of phylogenetic trees proposed by Stewart et al. . Note the
large number of crossings between the coloured edges joining similar species in adjacent trees. Used by
permission.

evolutionary process that was followed for designing, implementing, evaluating and refining these
tools could be considered analogous to the software engineering process model of iterative proto-
typing [83]. Tools and algorithms were initially designed based on broad requirements gathered
by researching the application domains and by seeking suggestions from experts in these domains.
Prototype implementations of algorithms were evaluated both analytically and with experiments on
a number of sample inputs. Results were tabulated and reviewed. Prototype tools were implemented
to test the applicability OI%D visualisation principles in three different application domains. These
were then evaluated, as described below, and refined based on the results of this evaluation.

Initially, the prototypes were little more than technology demonstrations, featuring few interac-
tive features and applicable only to specific data-sets. However, some implementations, particularly
the fund-manager portfolio visualisation system, described in Chagdbeccame quite elaborate and
functional, although still of prototype quality.

The prototype visualisation systems developed for our various case studies were evaluated in
interviews with domain experts. The interview design was based around an infoogpaitive
walk-through[178 199 style methodology. That is, guided walk-throughs of use-cases of the
various visualisation systems were conducted with domain experts and their feedback was gathered.
Originally, cognitive walk-through methodology was conceived for evaluating user interfaces for
software developed according to a clear set of requirements. The walk-through would step through
use-cases designed as part of the requirements-gathering process and the experts would be asked to
evaluate the system according to a narrow set of usability criteria. For example (from Wharton et

al. [199):

o Will the user try to achieve the right effect?
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¢ Will the user notice that the correct action is available?
¢ Will the user associate the correct action with the effect sought?

e If the correct action is performed, will the user see that progress is being made

toward the solution of the task?

When evaluating theotentialof novel visualisation techniques, however, the above questions
were thought to be too focused on implementation specifics. That is, such low-level questions are
not constructive when an evaluation of the visualisation paradigm, rather than an evaluation of the
details of the user interface, is needed. Therefore the interviews were permitted to flow freely in
order to capture as much feedback from the experts as possible.

Such a qualitative evaluation is the most reasonable approach because of the high-level nature of
the task and a lack of similarly ambitious tools with which to compare. As well as providing a feel
for the potential and utility of the visualisation paradigm this qualitative evaluation also provided
feedback enabling improvements to the systems’ usability to be made. Transcriptions of typical

interviews are given in Appendix A.

1.6 Contributions

First, a formal definition foQ%D visualisation is given and its advantages and disadvantages are
investigated through a quantitative study.

Secondly, thiQ%D visualisation definition is refined specifically for the visualisation of graphs.

A 2%D “stratified” graph-visualisation paradigm is introduced for applications involving evolving
graphs and comparing sets of related graphs.

Geometrically arranging these stratified graphs so that their structure is clearly visible is a graph
visualisation problem. This thesis shows that the most popular 2D graph-visualisation algorithms,
based on force-directed layout and hierarchical layout, can be applied to stratified graphs with
acceptable results. Further, modifications to these algorithms are introduced that make better use of
the third dimension in stratified graph visualisation.

The above techniques are evaluated with respect to three important application domains in a
series of case studies. Specifically, the first case study provides two novel, and complemgmary,
methods for visualising movement in fund-manager portfolios. The second case study introduces

novel Q%D graph visualisation techniques in three metabolic pathway visualisation applications.
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The final case study introduces an algorithm for improving the readabiIityzémphylogenetic

tree visualisation.

1.7 Organisation of this Thesis

This thesis is structured in such a manner that all research results are reported in chapters 2 and
4-7 while the bulk of the background material is given in chapters 1 and 3. However, in order
to preserve the logical progression of the definitions, some background material specific to certain
topics is presented closer to the research results where it is most relevant.

This introductory chapter has stated the motivation for the research and has provided some
general background into 3D visualisation — especially in terms of the three application domains
explored in later case studies.

Some general definitions that are used throughout the thesis are found in Chaptather
with further background and some experimental research supporting those definitions. More specifi-
cally, Z%D visualisationis defined and the history of the term%‘D" in various application domains
is explored. A report on a quantitative experiment exploring the utility of2t§|B-visuaIisation
guidelines is also presented.

Chapter3 provides an introduction to the field gfaph visualisation that is, visualisation of
relational networks. The most popular 3D graph-visualisation methods, both those that are still
only of interest to researchers and those that are actually used in practical applications, are sur-
veyed. When introducing these graph visualisation methods they are appraised in term%ﬁf the
design principles introduced in Chap®&iparticularly concentrating on the 3D graph-visualisation
techniques that are extended in Chagter

In Chapterd Z%D graph visualisatioris defined and a number of graph visualisation methods
and applications that broadly fit this definition are identified. Then, a more specific claéﬁof
graph visualisation —stratified graph visualisatior— is introduced and its applicability to visu-
alising evolutionary graphs and comparing sets of related graphs is discussed. Some algorithmic
considerations in arranging these graphs are also discussed.

These concepts d%D visualisation are investigated in the light of three application domains.
The first of these, in Chaptér is capital markets visualisation, for which two complementary pro-
totype visualisation systems for overview and detailed study of fund managers’ portfolio holdings

are demonstrated. In Chaptthe application of sever@l%D stratified graph visualisation tech-
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nigues in bio-informatics are shown, specifically in the visualisation of metabolic pathways. The
third case study, in Chaptét, investigates another bio-informatics applicationQ(%D stratified

graph visualisation — a method for comparing sets of phylogenetic trees. Rather than a system
demonstration, this last case study presents an algorithm that seeks an optimal arrangement of a set
of trees for stratified graph visualisation.

Finally, in ChapteB conclusions are set out together with some directions for future research.






CHAPTER 2

Two-and-a-half Dimensional Visualisation

“All communication between the readers of an image and the makers of an image must
now take place on a two-dimensional surfaéescaping this flatland is the essential
task of envisioning information — for all the interesting worlds (physical, biological,
imaginary, human) that we seek to understand are inevitably and happily multivariate
in nature. Not flatland$.— Edward R. Tufte [L86, p. 12]
Chapterl provides a number of examples of supposedly 3D visualisations which do not achieve
any practical advantage over 2D counterparts. This chapter expﬂ@@sdesign principles—
a way of utilising 3D graphics for information visualisation that is well suited to human spatial
perception. Itis argued that visualisations based%jh design principles provide concrete benefits
over comparable 2D visualisations.
More specifically, Sectiof.1 introduces the concept @féD visualisationas 3D visualisation
based onZ%D design principles. A general background for the term is given, as well as the more
precise definition that is used throughout this thesis. Se2ti®provides a simple example of appli-

cation of these design principles to extend a famous 2D visualisation into the third dimension. The

effectiveness of this redesign is evaluated by an experimental study which is detailed in 3&ction

2.1 Background

The term ‘Q%D" is used inconsistently in various types of literature.

This section surveys these uses and provides a more concrete definition for the purpose of this
exposition. The termZ%D” was introduced into psychology by Mart29, 130 to describe the
imperfect human cognitive process of spatial perception. Humans detect edges around shapes and
then infer surfaces inside the edges based on depth perception. The result is that the human ability to
resolve depths through stereo and motion viewing is much more limited than our ability to resolve

horizontal and vertical distances.
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Ware [194 outlines some guidelines for effective use of 3D visualisation that take into account
the limitations of human depth perception. He calls the application of these guideliriéjiDa !

Design Attitude”. The four guidelines Ware proposes are:

WG1 Use 3D Objects to represent data entitiéte supplies some evidence from
cognitive psychology and his own experiments suggesting that renderings of
3D objects provide more recognisalglgphs in an information visualisation

than 2D symbols.

WG2 Emphasise 2D Layoute claims that important “object structures” should
be arranged in the plane. He does not strictly define the term but we can
assume that, in visualisation, it refers to more complex glyphs and also to the

focus of this thesis: relational networks or graphs.

WG3 Use depth cues selectively as needddre he suggests that there are situa-
tions where full blown 3D perspective rendering is not necessary to achieve
some of the advantages of 3D display. Simpler depth cues, such as occlusion,
may be adequate for applications which allow users to navigate through an

information space too large to fit into a single screen.

WG4 Use 2D layout to support navigation in 3D spacd#is point relates to the
coupling of 2D navigational aides such as overview maps or cross-section

viewers to the 3D view.

Ware's use of the terr?%D is clearly, though informally, defined. Ware’s guidelines are referred
to frequently in the sequel. However, the term also often arises in the literature in different contexts
and with ambiguous intent. Surveying a few such uses helps to motivate the more formal definition
offered in Sectior2.2for Q%D in information visualisation.

Although it is difficult to know when the term was first applied to information visualisation, the
occasional referencesiéD in the literature are usually used to descrilpsaudo-3Drvisualisation.
That is, not a true 3D space, but perhaps a rendering making the scene look 3D. For example, in
an evaluation of the effectiveness of spatial memory in 2D and 3D environments, Cockburn and

McKenzie B5] test adata mountairstyle document retrieval interfac&48 which they call ‘Q%D”.
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(a) “2D” (b) “21D” (c) “3D”

Figure 2.1: Three different styles of Data Mountain visualisation by Cockburn and McKenzie. The “2D”
display has occlusion, the supposedI%D“ display only allows documents to be positioned on a plane.

In the Q%D data mountain (see Figugl(b), a plane, tilted away from the viewer, is rendered in
perspective. Users are able to move thumbnail images representing documents — in this case web
pages — forward and back, or left and right on the surface of the plane. The authors compare
this view with a “2D” view (see Figur®.1(a) and a true 3D view (see Figuzl(c). The 2D

view shows an orthographic, top-down view of the plane, similar to a Windows desktop, in that it
supports occlusion between overlapping thumbnails. In the “3D” view, users are able to move the
thumbnails with three degrees of freedom.

The use of the termZ%D” here seems rather arbitrary, since their “2D” visualisation also ex-
hibits the 3D property of occlusion and th%%‘D” visualisation is simply a perspective rendering
of a 2D coordinate system. TheiEgD" visualisation does not display any of War@éD traits
and the real difference between the “2D” and tﬁ(—%D” interfaces is perspective rendering. Not
surprisingly, their results showed little difference in performance between users of these two visu-
alisations.

Though it predates Ware's article, a 3D graph visualisation system by DoddpsHows a
stronegQ%D design by making extensive use of depth cWW6&@) and restricting the layout of the
graphs to 2D planesNG2). He uses the terng to describe his use of 3D space, but regardless
of the 10% dimensional inflation in his casually adopted catchphrase, the intention seems the same.
This visualisation is discussed in more detail in Sec8c¢h1l

The term also appears in a number of other domains, although with differing meanings. In
Computer Aided Design, essentially 2D shapes or designs which have been extruded into the third

dimension, have long been describedzéﬁ). For example, in manufacturing and mechanical en-

In information visualisatiomlyphis the generic term used to describe either a 2D symbol or 3D object representing
a data entity.
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gineering many simple engine parts, such as cogs, can be described in thiEd&ayr the same
way, an architect can easily convert a 2D floor plan into a sirﬁél@ model as a method of rapid
prototyping — allowing allowing a rudimentary virtual walk-through. The term may have been
made more popular in 1986 when, by coincidence, the first version of AutoCAD to provide this
functionality was released with a version number of 261].

Although he does not explicitly use the term, BrooR§][demonstrates an understanding of
the Q%D design attitude in designing scientific visualisations. He advocates the use of depth cues
(WG3) and declares:

“Perspective is very effective when parallel lines and right angles abound in the model”

The term does appear in scientific visualisation publications, but again, it is difficult to find any
formal definition. Typically, visualisations in which data is mapped onto a 2D surface (or manifold)
are known aéz%D. For example, in geographical information systems, visualising some attribute
by mapping it to an artificial height dimension, is a common prac8¢k [

The ubiquitous windowing desktop environments, familiar to personal computer users, could
be thought of aQ%D in that a stacking into the third dimension is implied by occlusion, a clear
application o WG3. There are a number of efforts to create a more complete 3D desktop interface.
For example, the OKING GLASS system from Sun]38 takes advantage of the increased graph-
ics power of modern desktop systems to allow users to browse open windows by viewing the stack
from the side. However, hOKING GLASS still observeSZ%D design constraints, such 4453 and
WG4, by maintaining a default orientation of the stack and a uniform spacing between layers in the
stack. That is, the third dimension is still utilised in a limited way to support users’ understanding
of the virtual space.

The term ‘Q%D” has also been used to describe simplified projections from 3D models to a
2D surface 121]. For example, a distinctive feature of classic Chinese and Japanese painting is
isometric or axonometric projection. Axonometric drawings have no vanishing point and parallel
lines in the 3D model are also drawn in parallel. The viewpoint is typically a birds’-eye view
looking down at the scene at an angle of about 30 degrees. Unlike pre-Renaissance Western art, in
which perspective distortions were most likely due to a poor understanding of optics, the Chinese

used axonometric projectiohgquite deliberately. It allowed them to paint long story telling scenes

2Such projections are referred to in Mandarindesgjiao toushiwhich translates as: “equal-angle see-through”

[121].
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on scrolls. The viewer could unroll the scroll to follow the story with a continuous 3D effect.
Additionally, observers such as Bragddrb], hail axonometric projection as a simplification of a

3D scene that more closely corresponds to the observers’ mental model of the environment. This
21D design attitude fits well withVG3 andWG4.

Possibly, the most successful and commercially competitive applications of 3D computer graph-
ics, are computer games. In the light of this competition, it is not surprising that game developers
demonstrated an early understanding of it%@ design attitude. Most notably, the first widely
acknowledged “first-person shooter” —M/FENSTEIN3D, released byp software in 1991104
— provided the player with a convincing illusion of navigating a 3D world. However, internally
the world model was only a 2D map and the player could move with only three degrees of freedom
(2D location and orientation). This design achieved two things: first, it allowed the game engine
to produce reasonable graphics performance on the limited hardware of the time; secondly, players
could easily navigate the simple maps using only keyboard controls with minimal disorientation.
Subsequent games became more sophisticated, gradually adding more degrees of freedom to player
navigation.

In 19941D software released WLFENSTEIN3D’s successor, called@om. The new graphics
engine could render a terrain with an appaftdimension featuring ramps and balconies. How-
ever, this was really just a rendering trick. Again the underlying map was two dimensional. The
third generation of first-person shooter games was ushered irubg©in 1996. QIAKE used a
true 3D CPEN-GL [6] graphics engine that allowed players five degrees of freedom. As well as
2D location, players can look in all directions and control their position inzthris in a limited
way. They can jump, crouch and walk directly underneath other players or monsters on bridges or
elevated levels. QAKE’s first-person shooter successors have all followed this interaction model
and have become the most popular gaming genre. By contrast, games sueh@ND(another
ID offering) which feature full six-degree of freedom control, never really reached a wide market.

Although games are meant to be recreational, the vast size and highly competitive nature of
the gaming market makes it a potent software usability lab. New interaction features are regularly
introduced and their success or failure is measured quantitatively in terms of revenue for the pub-
lishers. The lessons learnt in this domain therefore deserve to be taken seriously by the visualisation

community.
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2.2 Definitions

Such disparate uses of the term suggest that a much more precise notion, of exactlglé/l?hat !
information visualisation” means, is needed. In all of these domains, the m}m"is employed

to indicate that the third spatial dimension is used in a fundamentally different — and also more
restricted — way from the other two. In this section a class of visualisations that can be grouped
informally under a Q%D” heading, is defined. The definition basically involves treatingIie
dimension (which, for convenience, is called thdimension) as a separate channel for conveying
information. Some guidelines for restricting the mapping from the information space to the visual
space for this channel, are also given. These guidelines fit well with Marr and Ware's caveats (see
Section2.1) for human spatial perception. The guidelines fall under three headdigtness,

independencanddiscreteness

2.2.1 A Separate Visual Channel

An information spacé of k£ dimensions consists @ftuples of attributes. That i = A; x A x
. x A whereA4; is the set of values for th&" attribute. For example, in ChaptBy a data-set
is considered, in which fund managers’ portfolios are weighted in stocks spread across a number
of market sectors. That is, each tuple is a portfolio and the attributes are weightings across market
sectors.
For general 3D information visualisation, given an information spadedifmensions, a visual

mapping is sought, such that:

k
U:HAiHR:SX@ (21)
i=1

whereR? is the spatial mapping in the visual space and:

is the range of graphical attributes available, including colour, glyph shape, texture and so on. The
setd; consists of values available for a particular graphical attribute (range of colours, number of
shapes available, etc).

To restrict this broad definition I‘D%D information visualisation, two separate mappirfgasnd
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g from the information space to the visual space, are defined:

2.2
g:HAiH]R2><® (2:2)

i#]
Here the visual mapping is (f,g). The mappingf is solely spatial, whiley is spatial and
graphical. Effectively, the mappingsandg provide two separate channels for conveying informa-

tion visually.

2.2.2 Constraining thez-Dimension

As discussed in SectioR.1, Marr noted that human depth perception was limited in resolution
compared to the dimensions in the plane parallel to the optic array. Following this nét®8,
advocates careful use of depth cues. Therefore, the hypothesis postulated is that a mapping to 3D
space that conforms to human spatial perception will make only limited use of the third dimension.

A 3D visualisation is most useful when the viewer is free to change the view-point relative to the
scene, to peer around occlusions or to view the scene from a different perspective. Still, there must
always be a default view, or starting eye/camera position, in any visualisation:-dingension or
axis is therefore defined to be the axis parallel to the viewer’s line of sight in the default view. That
is, the depth axis. Thereforg,is referred to as depth mapping

Such a model also works well as a metaphor for physical environments and conforms to the
ideas of Gibson{8] concerning ecological geographic spatial perception. Our interaction with the
world around us is much more limited in the third “up/down” dimension than our ability to move
around on the surface of a landscape. We live and work in buildings divided up into levels. It makes
sense, therefore, that our mental mapping ability is better at copingz\é/mwenvironments than
fully 3D spaces.

To summarise these observations of human spatial perception: we have two, not incompatible,
arguments for limiting use of the third dimension in 3D visualisation. Marr’s modé%ﬁf vision
gives us a case for limiting resolution of the depth axis relative to the viewpoint. Gibson’s model of
geographic spatial cognition suggests that human understanding of 3D space is limited regardless
of direction of view. In this thesis we use both these models to argue for a restricted use of one

of the three spatial dimensions (thus conforming to limited geographic spatial cognition), with
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preference for limiting the depth access relative to the viewpoint (thus conforming to Iiﬂﬁ@d
visual acuity).
The following points are guidelines for restricting the mapping of information to the third di-

mension in an effective way.

Directness

The first restriction proposed here for the depth mapginig that it be the simplest possible map-
ping from the information to the visual space. This property is referred tirastness In the
definition for the two channels (Definitiah2), f is already restricted to be a mapping of only one
variable. That isf is a “one-to-one” mapping from the semantics of the information space to ge-
ometry in thez-dimension. For example, in a traditional 2D scatterplot of two variables, the value
of the variables is mapped linearly to the geometry of the axes. A log mapping is somewhat less
direct.

An example of a mapping that is not direct is a multidimensional scaling in which high di-
mensional data is mapped to a single visual dimension in such a way that the geometric distance
of data points in the visual dimension relates as closely as possible to distance in the underlying
multidimensional data space. This is indirect in two ways. First, it violates the restrictiorf that
be a mapping from a single variable as defined above. Secondly, a single position in the visual
space may correspond to more than one value in the information space: that s, it is not a one-to-one
mapping.

The distinction between direct semantic-based mappings and indirect mappings becomes more
important when graph visualisation is introduced in SecB8chand the concept of aaesthetic

mapping is brought forward.

Independence

The variable mapped to depth should not be dependent on, or derived from, any other aspect of
the system and preferably it should be independent of the domain. When statisticians analyse data,
they commonly construct a model in which one variable is a function of another. For example,

y = F(z). Here,z is known as theexplanatory variableandy is the response variable The
variablesx andy are also commonly referred to aslependenanddependentrespectively 9,

Page 161]. When plotting such data in 2D, it is standard practice to map the independent variable

to the horizontal axis.
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In experimental psychology, independent variables are easily defined as: ‘variables whose val-
ues are chosen by the experimenter’. In physics,ztais in a chart is routinely mapped to a
variable, such as time, that is independent of the particular phenomenon being studied. An informal
“fuzzy” definition for what makes a variable independent in this and other contexts, might be that
it represents a primary concept that makes sense in its own right. That might mean that the variable
is not derived from other variables or that it is the least domain specific of the variables involved.
Consider again the example thewhich is a concept easily grasped by non-physicists.

In keeping the depth mapping as simple as possible, it makes sense to choose a similarly inde-

pendent variable as its domain.

Discreteness
If the human vision system’s depth field is limited, it makes sense to require that the depth function
maps to discrete levels or parallel planes, ie:

frA;—N

The discrete, single-dimensional changigk clearly more limited in the type of information
which can be represented thanthe continuous, two-dimensional channel. The choice of variable
that is mapped to the discrete channel is therefore going to have to be carefully made.

2.2.3 Choosing the variable for the depth mapping

In [28, Page 20], Card et al. categorise variables, from the point of view of information visualisation,

into three basic types:

Nominal values can only be tested for equality.
Ordinal values can be compared with the “less than” operatQr (

Quantitative values can be used in arithmetic operations.

For thez-dimension the most appropriate variable types are nominal or ordinal types. Nominal
variables can also be thought of as categorical classes. For example, biological samples might
come from different organisms, statistical data might come from different countries, etc. Nominal

variables can also be thought of as ordinal if an ordering across the classes is self evident (for
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example, classes in a high-school might be logically ordered by year-level) or can be arbitrarily
defined if there is a direct relationship to some other attribute. Quantitative variables can also be

converted to Ordinal variables. Some examples are:

Time — rounded to convenient units: eg. seconds, weeks, months, etc.

Quantiles — for example, one might class students participating in a study based

on their coursework marks.

Arbitrary ordering of nominal variables in mapping to thelimension is discussed further in
Chapterd.

A popular 2D method for visualising data with a number of categorical classes (and therefore
a spatial mapping of a nominal variable), is therallel coordinategparadigm. In a parallel coor-
dinates system the various categories or attributes of a set of data tuples are represented as a set
of axes drawn as (usually vertical and equally spaced) parallel lines. A tuple is then drawn as a
connected set of line-segments between axes as shown in Rig¢a¢ The point where the tuple’s
line intersects a particular axis indicates the value for the attribute associated with that axis. In
terms of the definitions above, a parallel coordinates visualisation could be thought of as a discrete,
direct and independent mapping of a nominal variable tottienension: that is, a%D mapping.
Similarly, an extension of parallel coordinates to 3D by visualising tuples as lines intersecting a set
of parallel planes (as described by Wegenkittle etl#d]), could be thought of asz%D mapping.

An example of such an extension to 3D is shown in Figug€b)

2.3 Example

By way of example, th@%D model described in Sectidh2is applied to extending a well known

2D visualisation into the third dimension. Figu2e3 shows a set of charts investigating the rela-
tionship between inflation, i.e. increase in Consumer Price Index or CPI, and male unemployment
rate in major OECD countries over two economically turbulent decades. The charts originally ap-
peared in a 1977 OECD report by McCracken et 484 Page 106] but were made famous by
Tufte in [188 who cited them as an excellent example of a visual exploration of a supposed rela-
tionship between inflation and unemployment. The “Philips” curve predicts that there should be an

inverse relationship between these variables. However, this set of charts show that for the decades
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a b c d e
v i
(a) Traditional parallel coordinates plot of (b) 3D parallel coordinates of two data tu-
two data tuples across five variables — a ples across four pairs of variables —24D
13D mapping mapping

Figure 2.2: Traditional 2D parallel coordinates and a possible extension to 3D.

in question no such clear relationship could be seen. McCracken offered explanations such as in-
creased government intervention, changing international markets and effects that are now referred
to as globalisation.

This set of 2D charts is designed to explore relationships amongst four variaislescountry,
increase in CPlndunemployment ratdt is postulated that, with careful use of théD principles
defined in Sectio.2 a 3D version of Figur@.3can be designed, that makes it easier for observers
to understand these four dimensional relationships.

To extrude the charts into 3D, the crucial step is choosing a variable to map teatkis ac-
cording to the principles aflirectnessindependencanddiscretenessAlthough these principles
help us to narrow down the choice of appropriate mapping, there is not always a single obvious
candidate variable. In the case of this example, inflation and unemployment can be rejected on two
counts each. First, neither is discrete. Secondly, they are both response variables in this domain:
that is, they are not independent. This leaves two possibilities for the depth mapipiegand
country Both are independenCountryis a nominal, discrete variablélimeis ordinal and has
already been reduced to discrete, yearly granularity.

It is possible to argue that mapping either of these variables to the third dimension will improve
on the 2D version. To make a final decision, prototype visualisations based on both mappings are

created and the relative benefits of each are considered.
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Figure 2.3: A set of charts exploring relationships between inflation and unemployment in OECD countries

from McCracken et al.]34, Page 106]
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Figure 2.4: Inflation vs Unemployment 1967-1976

Mappingcountryto the third dimension is equivalent to arranging each of the charts as layers
in a 3D stack as in Figurg.4(a) The individual charts have been redrawn such that they share a
common scafeArguably, comparison of the different curves is made easier in this overlaid configu-
ration than in charts placed side-by-side. However, as can be seen in Eig(lvdt is also possible
to provide forin-situ comparison in 2D by collapsing the stack. When comparing fewer curves
this might be quite effective, but with eight it is confusing and tests our ability to find contrasting
colours. Lifting the stack into 3D is not a solution to this problem and only adds an extra degree of
awkwardness due to parallax and perspectd@untryis therefore discarded as a possible variable
for mapping to the third dimension since such a mapping offers no significant improvement over
the original.

If the curves from the original figures are to be preserved, then the alternative mapping for the
third dimensiontime, requires that the curves be lifted into “worms” extending through the spatial
dimension mapped to time. In the original figures, the year corresponding to each point on the curve
could only be determined by reading the label. Providing a direct spatial mapping for this variable
clarifies regions of the curves that were highly ambiguous in the original 2D charts, for example see
Figure2.5. This is because our ability to parse labels is limited by what We98 [Pages 162-170]

called ouriconic Buffer— our limited working memory for symbol processing. Mapping to a spatial

3Note that most of the original charts show data from 1967 to 1976 so only these ten years are shown. Also, note that
the chart for France is omitted since it did not include complete data for this period.
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Figure 2.5: Two versions of the Inflation versus Unemployment chart for Japan

dimension allows for the task to be performed pre-attentively. This suggests that mtppng
the third dimension for this set of charts leads to concrete benefits in clearly conveying relationships

between the four variables to the observer.

2.4 Experimental Study

In Section2.3it is suggested that mappitigneto the third dimension for the McCracken “Phillips”
curve charts has benefits in allowing an analyst to understand relationships between the four vari-

ables involved. This proposition is tested in a simple experiment.
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2.4.1 Experimental Goals

An experiment was conducted that explores the question of which types of analysis benefit from
extruding a 2D visualisation inl@%D. Participants were asked a number of questions designed to
make them study relationships between different types of variables. The effect of the type of visu-
alisation presented to the participants, 2D or 3D, on their understanding of relationships between
data dimensions, was measured.

This study is not intended to be a rigourous psychological experiment or a definitive answer to
the question of whether 3D is better than 2D. As discussed earlier, it is believed that such a question
misses the point that there are certain types of data and analysis that are better suited to 3D and that,
to take advantage of the extra spatial dimension effectivé]%,mdesign approach should be used.

To be more precise, each task, or question, posed to the experimental subjects, tests the opera-

tional hypothesigi; that:

Presenting the data to participants in a 3D model, rather than in the original 2D
charts, has a positive effect on their ability to understand relationships between the

underlying variables.
The null hypothesigiy is:

The 3D model does not have a positive effect on participants ability to understand

relationships between the underlying variables.

2.4.2 Experimental Method

Forty subjects, aged between 20 and 30, were arbitrarily selected from students and staff of the
School of Information Technologies at the University of Sydney. These subjects were randomly
assigned to two groups of twenty. Participants in the first group were given a 2D lattice array
similar to the original published by McCracken et al. , see Figué¢a) Participants in the second
group were given a physical 3D representation 2 B version of the same data, witimemapped
to the third dimension, see Figu?eb(b)

The experimental method used is a standard two-group, post-test-only, randomised experimen-
tal design, seel01]. Examples of similarly designed usability tests of visualisation techniques are
given by Kasmarik and Thurbord12 and Hendrix et al.91], both studying the effect of software

visualisation on users’ understanding of program fragments.
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The data-set used in both representations has been filtered leaving eight countries with curves
spanning equal time periods of ten years. The original curves covered a longer time period for
some countries than for others. France was left out entirely since only seven years worth of data
was available. In the original representation each chart was shown at a different scale, so that the
area covered by the data points was maximised. In the representations here, the charts are all shown
at the same scale in order to allow individual points, for different countries, to be compared.

The new 2D lattice for the filtered data was generated with a popular charting application and
then arranged manually on an A3 size page using a page-layout package. Year labels for each
data-point were added by hand.

To test theQ%D design for the charts a physical 3D model was built. 'Eléé) stack was
constructed with transparent perspex plates, each plate corresponding to one year. Holes were
drilled through the perspex at positions corresponding to the data-points for that year. Coloured,
flexible cable was threaded through holes in the plates to create a physical model of the type of
“worms” shown in Figure?.5.

Using a physical model, rather than using 3D computer graphics to create a virtual model,

provides a number of benefits. Specifically, the physical model:

Requires less user training— Subjects can interact with the model directly rather

than having to learn how to navigate with a mouse or other dévice

Simulates idealised virtual/augmented reality conditions— real versusrealis-
tic: that is, the physical model offers the ultimate in stereo optics, haptic
feedback, interaction, etc. and simulates ideal technology that might be avail-

able in the future

Eliminates variables due to 3D rendering choices— Parker et al. 151 found
that the choice of rendering environment, for example, stereo, head coupled
motion, etc, had a significant effect on users’ ability to understand a 3D visu-

alisation.

Of course there are also some disadvantages. For example:

“For example, such difficulties with interaction were suggested as a possible confounding factor in a study by Swan et
al. [182

SHopefully this will overcome limitations of current technology that have limited other studies. For example, Se-
brechts et al.171] gives a comparison between 2D and 3D systems where the 3D system used in the experiment was
found to be fundamentally flawed by the illegibility of labels. This seems to be largely due to the limitations of the
display hardware used.
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e With a physical model it is impossible to automatically generate unlimited models

based on random data.

¢ Virtual environments can offer types of interaction that are difficult or impossible

in a real model — for example, allowing a user to view cross-sections of the model.
e The physical model is more time consuming to build and adjust.

These advantages and disadvantages are assessed further, based on feedback from the partici-
pants, in Sectio2.4.5

Since colour-coding was used in the physical model, a simple check for colour blindness was
given to participants. The examiner pointed in random order to each worm in the stack and partici-
pants were required to name the colour. Those who could not differentiate between the differently
coloured worms were not tested.

Participants were given a small reward for participating in the®task

2.4.3 Questions

The study consists of twelve questions intended to cover three categories of arsatggescountry
comparison between countries involving three variallledcomparison between countries involv-
ing all four variables It had been expected that questions within a category would pose a similar
challenge to participants and therefore their performance within each category would be similar.
However, as discussed 4.5 the relationships between questions turned out to be a little more
complicated.

A trial study involving six additional participants, three for each type of visualisation, was com-
pleted before the main study in order to resolve problems such as ambiguously worded questions.

The final set of questions posed in the actual study is as follows:

Single country

1. For the UK, from 1967 to 1971, how would you describe the relationship be-

tween inflation and unemployment?

(Answer: when inflation increases unemployment also increases)

5The rewards were flashing “super” balls which happened to be in good supply.
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2. For Canada from 1971 to 1974, how would you describe the relationship between

inflation and unemployment?

(Answer: when inflation increases, unemployment decreases)

3. In which year did Italy experience the highest unemployment rate?
(Answer: 1973)

4. Did Japan experience its highest unemployment rate at the same time it experi-
enced its highest inflation?

(Answer: no)

Comparison between countries — Relationships between three variables

5. In which of the following years do the 8 countries experience the most similar
inflation rates?
(Answer: 1968)

6. Between 1968 and 1975, what is the only year in which the Canadian employ-
ment rate moved in the opposite direction to the US employment rate?
(Answer: 73-74)

7. In what year was the maximum unemployment rate recorded and in which coun-
try did this occur?

(Answer: 1975, US)

8. Which year has the greatest difference between maximum and minimum infla-

tion rates across all countries?

(Answer: 1975)

Comparison between countries — Relationships between all variables

9. Which country has the greatest variation in inflation together with the smallest

variation in unemployment between 1972 and 19767?

(Answer: Japan)
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or the UK from 1967 to 1971, how would you describe the
elationship between Inflation and Ui

Inemployment rate?

inflation increases and unemployment increases
+inflation increases and unemployment decreases
inflation decreases and unemployment increases

inflation decreases and unemployment decreases

OK

Figure 2.7: The questionnaire program in action.

10. Across all countries, is there more variation in inflation and unemployment

before 1971 or after 19717
(Answer: after)

11. Between 1973 and 1974, which countries show an increase in inflation and a
decrease in unemployment?
(Answer: Canada, UK, Sweden, Italy)

12. Which of the following countries tracks the US Inflation vs Unemployment
most closely throughout the entire period (i.e. on average, which country is

closest to the US in terms of both inflation and unemployment at each time

period)?

(Answer: Netherlands)

2.4.4 Presentation of Questions

Questions and a choice of answers were presented to participants using a small Java program run-
ning on a tablet PC. The program prompted the subject for answers and recorded results and re-

sponse times. Figur28shows a simulated test in process (not a real subject).
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Figure 2.8: A re-enactment of the test in process, with the author posing as subject.
2.45 Results

Responses were collected from 40 participants divided into two groups ef 20 participants.
One group was required to complete the tasks using the physical 3D model while the other group
used the 2D printed charts. Followin§l]Z] and [91], for each question and group the following

statistics are considered:

Correctness (../N) — Ratio of correct responses. to correct and incorrect re-

sponses.

Efficiency (n./T) — Correct responses per minute spent by all participants in the

group on the question.

Response Time Xr) — Mean time in seconds for the participant to respond to the

guestion.

Correct Response Time £.) — Mean time in seconds for a correct response (ex-

cluding participants who responded incorrectly).

Looking first at thecorrectnesslata from Table.1 and shown in Figure.9, little appreciable
difference between the two groups is seen for most questions. Across all questions, the mean
correctness scores for the 2D and 3D groups, are 85% and 84% respectively.

The two largest differences in correctness occurred in questions 4 and 6, in which the 2D group

scored 15% higher than the 3D group. For these two questions the decrease in accuracy for the
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Table 2.1: Number of correct responses, total time, correctness and efficiency by question for all participants.

Correct

(nc)

O
c

Total Time
in minutes ()

Correctness
(n¢/20)

Efficiency

(ne/T)

2d] 3d

2d [ 3d

2d [ 3d

2d [ 3d

19| 20
18| 19
20| 20
20| 17
12 | 14
17| 14
18 | 17
12 | 13
91 17| 17
19| 19
19| 17
12| 14

O~NO UL WNE

23.66| 22.64
13.28| 13.48
10.49| 13.03

8.64| 14.35
28.65| 26.51
25.44| 31.69
12.33| 12.52
35.30| 19.66
20.31| 23.86
15.28| 10.49
23.81| 28.81
25.50| 21.28

0.95| 1.00
0.90| 0.95
1.00| 1.00
1.00| 0.85
0.60| 0.70
0.85| 0.70
0.90| 0.85
0.60| 0.65
0.85| 0.85
0.95] 0.95
0.95| 0.85
0.60| 0.70

0.80
1.36
1.91
2.31
0.42
0.67
1.46
0.34
0.84
1.24
0.80
0.47

0.88
141
1.54
1.18
0.53
0.44
1.36
0.66
0.71
1.81
0.59
0.66

Percentage Correct Responses

100%

90% +

80% 1

70% t

60% T

50% 1

40% 1

30% 1

20% 1

10% +

0%

Correctness

=
—
—

EE——

5 6 7

Question

. 2D

33D

——2D Mean = 85%
3D Mean = 84%

Figure 2.9: Percentage of total responses that were correct by question.
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Efficiency
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Question

Figure 2.10: Efficiency in terms of correct responses per minute.

3D group could be due to the 3D model compacting all eight countries into a single display. Thus,
noticing details for a single country, as in Question 4, becomes harder in the 3D model than in the
2D lattice where the countries are separated. Of the four questions concerning individual countries,
Question 4 seems most affected by this confusion, since the curve for Japan tends to weave in and
out of other curves. In hindsight, a fairer test for questions about a single country might involve
comparison of a 2D chart for one country against a 3D view of a single country, similar to that shown
in Figure2.5(b) Similarly, in Question 6, which required a comparison between two countries, the
benefit of being able to represent both countries in a single 3D model is somewhat outweighed
by the distraction of the curves for the six other countries not relevant to the question. An ideal
visualisation system would allow the user to filter data such that only the relevant details, in this
case the two countries in question, are shown.

By contrast, the questions which required the subject to analyse all eight curves had higher rates
of correctness for the 3D model than for the 2D model. Particularly, questions 5 and 12 showed a
10% improvement in correctness for the 3D model against the 2D lattice. Question 8, also requiring
comparison across all curves, showed a 5% improvement in correctness for the 3D model over the

2D model.
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Efficiency, which is of course related to correctness, is charted in F@d@& Again, mean
efficiency across all questions is not significantly different between the two groups. One question,
notable for a significant improvement in efficiency from the 2D to the 3D representation with no
difference in correctness, is Question 10. Thus, although nearly all participants in both groups were
eventually able to answer the question correctly, those with the 3D model responded 46% more
quickly. This question, as well as being a comparison between all eight countries, also requires
the subject to consider change over time. Possibly, this is a confirmation of the point discussed in
Section2.3, that people are able to more rapidly discern differences in values mapped spatially, than
in values which must be interpreted from labels.

The study of mean response times, shown in Fig@rgé$and2.12 is more conclusive. Since
there are response times for each participant in the two sample groups, it is possible to calculate
confidence intervals around the sample means estimating the true population mean. For both sets
of response times — all responses and correct responses only — standard deviation was calculated

for each group using the sample standard deviation:

Y(X - X)?
N-1

5 =

For total response times, degrees of freedfra- N —1 = 19 and the corresponding two-tailed
critical t value at the).05 level is2.093 [101]. This critical¢-value is then used to estimate a range
for the population mean with 95% confidenge= X =+t x s/+/N. For correct response timeg
varies for each question, i.&] = n.. Thus, thelyos5(n. — 1) values used to calculate confidence
intervals for each group and question are listed in the last columns of Z&ble

For both mean response times and mean correct response times only two questions returned
results without overlapping confidence intervals at the 95% level. These are questions 4 and 8. Thus,
for question 4, the operational hypothesis is rejeciégljs accepted. That is, for this particular
guestion the 3D model had a negative effect on the participants’ ability to understand relationships
between the variables involved. Note that in this question the participants did not have to compare
different countries, so there was no benefit from the 3D model’s compaction of all curves into a
single display. Indeed, this probably just added to the confusion. Neither did the participants have
to measure change of the variables over time.

By contrast, Question 8 showed an improvement in response time for participants using the 3D

model that was significant at the 95% confidence level anf{ @ rejected and the operational
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O
c

mean
(X7)

Std. Dev.
(sT)

2d

3d

2d

[ 3d

O©oO~NOOULAWDNPR

=
o

11
12

70.99£17.23
39.84+7.01
31.46+5.40
25.93+7.09
85.94+16.92
76.32:15.57
36.98+6.56
105.9117.47
60.93+:16.01
45.85£9.55
71.44+:13.47
76.49£11.76

67.93:16.26
40.45+7.55

39.09+:12.47
43.04+£8.26

79.54+22.23
95.08+19.09
37.56+10.80
58.97414.33
71.59+15.55
31.48£6.49

86.42+15.08
63.85:13.34

36.82
14.98
11.55
15.14
36.14
33.28
14.01
37.32
34.21
20.41
28.78
25.14

34.75
16.12
26.65
17.65
47.50
40.80
23.08
30.62
33.22
13.86
32.21
28.51

Table 2.2: Response time means with 95% confidence intervals and standard deviations.
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Figure 2.11: Mean total response times(¢) from Table2.2 for each question. Error bars indicate 95%

confidence intervals.
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O
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mean
(Xc)

Std. Dev.
(Sc)

t0.05(ne — 1)

2d [ 3d

2d | 3d

2d | 3d

©oOoO~NOULA WNPE

10
11
12

71.00+18.23
40.60£7.76
31.46+5.40
25.93+7.09
83.39:24.23
79.96+17.60
35.62:6.97
110.12:24.61
61.57419.12
46.93+9.82
67.46£11.19
76.32:19.17

67.93:16.26
40.60£7.98

39.09+:12.47
44.02:9.75

73.94+22.88
86.22+:19.28
36.18+11.90
63.12:-18.24
65.48£11.31
31.22+-6.84

85.08£17.07
68.76+:16.70

37.83
15.61
11.55
15.14
38.13
34.23
14.01
38.74
37.18
20.37
23.22
30.18

34.75
16.55
26.65
18.95
39.63
33.40
23.14
30.18
21.99
14.19
33.19
28.92

2.101
2.110
2.093
2.093
2.201
2.120
2.110
2.201
2.120
2.101
2.101
2.201

2.093
2.101
2.093
2.120
2.160
2.160
2.120
2.179
2.120
2.101
2.120
2.160

Table 2.3: Correct response time means, standard deviations and ctitigalalues used to determine 95%
confidence intervals for population means.

Mean Correct Response Times

Time

140

120

100 -

80

60

40 4

20 ~

5 6

7 8

10 11 12

O2D
W 3D

Question

Figure 2.12: Mean correct response timex () from Table2.3 for each question. Error bars indicate 95%
confidence intervals.
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hypothesis is accepted for this question. Note that in this question participants were required to
compare all countries and to study change over time.

Though the estimated population mean confidence intervals overlap, the difference in mean
correct response times for question 10 is still quite large. In fact, a two-tailed heteroscedestic
reveals that the probability that the difference occurred by chance i9dl95. Thus,H is again
rejected and the operational hypothesis is accepted for question 10. As discussed above, this is
probably due to the spatial mapping of time in the 3D model as opposed to time shown only with
labels on the 2D curves.

Results for other questions are less conclusive, and certinbannot be formally rejected. Of
the questions which require a comparison between two or more countries across time it is possible
to suggest, based on feedback from participants, some explanations for why some did not expe-
rience the significant improvement observed in Questions 8 and 10. Question 5 showed a slight
improvement in response time, as well as an improvement in correctness, with the use of the 3D
model. However, the presentation of the multiple choice answers — a selection of years — turned
out not to require a scan across time at all. Rather, participants would find the particular years
listed by label on both the 2D charts and 3D model. Thus, no benefit was attained from the spatial
mapping of time. A similar situation seems evident for questions 6 and 7, both of which showed
a slight worsening in performance on the 3D model. Question 6, which required a comparison
between two countries, was also relatively easy for the 2D group, since in the 2D chart lattice the
countries in question — the US and Canada — were adjacent to each other in the top-left corner of
the lattice. Had they been placed at opposite corners of the lattice the comparison might have been
more difficult.

Question 8, however, as a search for maxima and minima, seems to have been completed as a
scan across time, thus favouring the spatial mapping. Question 10, which required participants to
review a range of time periods, seems to have required a similar scan. Question 11 only considered
two specific time periods, again requiring subjects in both groups to read labels.

Although Question 9 was intended as an exercise requiring comparison across countries, feed-
back suggests that participants examined the choice of countries provided by the available answers
and completed the task by a process of elimination. In other words, they examined each country
individually and the task was effectively no different than that of questions 1 to 4.

Question 12 involved consideration of the entire range of times, and did show an improvement

in accuracy and response time with the use of the 3D model, though not sufficient toHgject
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Responses for Question 12
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Figure 2.13: Response frequencies for Question 12. Netherlands was the best match for the US curve by
distance while Germany was the best match by shape.

Interestingly, feedback from participants seems to suggest that regardless of the group, the question
was consistently misinterpreted. Although the question was carefully worded with the intention of
requiring the subject to look for the country curve with minimal total distance from the US curve,
the subjects tended to answer by matching the shape of the curve — possibly an easier task for
subjects using the 2D model. Figzel3seems to bear this out.

The distribution of the underlying data for total response times and correct response times is
reflected in the maxima, minima and quartiles listed in taBlésand2.5and displayed graphically

by box-plots in figure®.14and2.15

2.4.6 Remarks

This experiment has identified a number of tasks where the subjects’ performance was improved by

the 3D model but has also identified situations where there was a negative impact on performance.
As with most experiments that seek to assess subjects’ ability to perform high level tasks based

on a seemingly straightforward variable, confounding factors became evident in conducting the

experiment. Most notably, the design of the 3D model was not a simple extrusion into the third
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Qu. Minimum 1% Quartile Median 3'1 Quartile Maximum
2d | 3d 2d | 3d 2d | 3d 2d | 3d 2d | 3d
1| 22.09| 26.15| 39.30| 41.76| 59.46| 56.20| 101.87| 98.40| 149.35| 147.07
21| 21.88| 13.06| 25.73| 29.25| 36.01| 38.99| 50.34| 46.83| 77.42| 77.88
31| 19.41| 11.35| 21.26| 21.98| 28.45| 31.99| 38.57| 41.77| 55.45| 113.40
41 11.77| 16.30| 19.41| 29.89| 22.15| 40.56| 26.83| 51.33| 85.49| 86.17
51 32.08| 19.35| 53.06| 46.64| 81.19| 64.39| 112.39| 95.49| 166.17| 203.43
6| 26.82| 36.67| 48.19| 54.24| 75.00| 99.03| 96.32| 125.53| 167.45| 176.49
71| 16.17| 13.36| 24.61| 22.98| 33.27| 31.57| 48.80| 42.91| 67.17| 112.85
8| 15.90| 13.68| 75.04 | 34.24| 115.58| 52.92| 131.37| 88.65| 174.34| 114.75
9| 18.28| 32.84| 48.96| 48.87| 56.71| 68.24| 67.10| 84.33| 178.35| 181.09
10| 22.95| 12.05| 30.16| 19.35| 41.64| 27.84| 50.85| 40.79| 96.28| 71.61
11| 34.19| 46.45| 46.16| 57.26| 67.32| 78.57| 83.92| 118.15| 147.15| 141.19
12 || 27.09| 3.44|57.25| 48.36| 76.00| 66.82| 99.00| 72.89| 118.07| 119.88

Table 2.4: Maxima, minima and quartiles for all response times.
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Figure 2.14: Boxplots for each question showing the range of total response times.
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Qu. Minimum 15¢ Quartile Median 3'1 Quartile Maximum
2d | 3d 2d | 3d 2d | 3d 2d | 3d 2d | 3d
1| 22.09| 26.15| 39.30| 41.76| 57.88| 56.20| 101.87| 98.40| 149.35| 147.07
2| 21.88| 13.06| 25.73| 29.25| 37.73| 39.81| 50.34| 46.83| 77.42| 77.88
3] 19.41| 11.35| 21.26| 21.98| 28.45| 31.99| 38.57| 41.77| 55.45| 113.40
41 11.77| 16.30| 19.41| 29.89| 22.15| 41.64| 26.83| 51.33| 85.49| 86.17
51 32.08| 19.35| 53.06| 53.55| 77.77| 58.33| 105.53| 95.32| 166.17| 183.11
6| 26.82| 36.67| 59.10| 54.24| 81.34| 90.11| 96.32| 115.40| 167.45| 127.08
71| 16.17| 13.36| 24.61| 23.71| 30.79| 30.95| 4751| 41.61| 67.17| 112.85
8 || 60.88| 22.19| 74.95| 35.90| 118.94| 61.73| 147.71| 88.65| 174.34| 110.26
9| 18.28| 32.84| 48.96| 48.87| 56.45| 66.36| 67.10| 81.96| 178.35| 117.63
10 || 22.95| 12.05| 34.02| 19.35| 42.45| 26.65| 50.85| 40.79| 96.28| 71.61
11| 34.19| 46.45| 46.16| 57.26| 64.53| 78.24| 80.08| 108.77| 119.14| 141.19
12 || 27.09| 21.12| 52.12| 51.42| 79.06| 67.93| 107.21| 77.59| 118.07| 119.88

Table 2.5: Maxima, minima and quartiles for correct response times.
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Figure 2.15: Boxplots for each question showing the range of correct response times.
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dimension of the original 2D charts. The data for eight different countries was compounded from
the lattice of 2D charts into a single model or “scene”. A fairer comparison might be between the 3D
model and a similarly compounded 2D chart — such as the one shown in Rigifbgor between
the chart lattice and a set of 3D models similar to that shown in Figusé) each showing the
inflation versus unemployment data for a single country.

Section2.3 raised two situations where mapping to 3D following mﬁ) design guidelines

could be advantageous:

1. When it enables direct comparison of different sets.

2. When it facilitates mapping a variable to a spatial dimension.

In hindsight, theZ%D mapping to 3D, though primarily aimed at addressing the first situation
also enabled direct comparison by compounding the sets of data for different countries into a single
model. This duality makes the study richer than either of the more ideal scenarios outlined above
but also makes it more difficult to fairly assess the results.

In summary, situations were found which did indeed seem to demonstrate the above advan-
tages for thez%D mapping but circumstances were also discovered where the added complexity of
the compound visualisation made it difficult to see a benefit and yet other situations where it was
a clear disadvantage. The task which showed a significant reduction in performance for the 3D
model, reminds us that care needs to be taken in mapping to 3D and that comparing only two or
three variables can probably be accomplished best in 2D. Though mapping to 3D provides greater
flexibility when comparing more than three variables, facilities for viewing any two or three of the

available variables in 2D should still be provided.

2.5 Conclusion

This chapter introduce)s%D visualisation as 3D visualisation in which the third dimension is treated

in a fundamentally different way to the other two. It is defined more formally as a mapping from

an information space to two separate visual channels. One channel maps the information space to
position in 2D and visual attributes such as glyphs, colour, texture and so on. The other channel is a
direct anddiscretemapping to position in the third dimension from emlependentariable in the

information space.
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The extended example of an applicationzéﬂ) visualisation and the associated experiment
demonstrated various advantages of this type of visual mapping. Gen%%ﬂlynapping is useful
when it provides direct comparison between different categories of data or when it allows a third
variable to be mapped to spatial position. Mapping to spatial position supports pre-attentive pro-
cessing and is easier for a viewer to interpret than, for example, labels. Other possible mappings also
support pre-attentive processing: for examg@d, colour, texture or symbols; however, a spatial
mapping allows for these visual mappings to be reused for other variables (such as the mapping
of colour to country in the example). Thus,‘zéD mapping is useful when studying relationships
between three or more variables. The most significant negative impactfe)%mmapping is that
it makes simple relationships between two variables more difficult to see.

An interactive, computer-generated visualisation system can provide a range of 2D and 3D vi-
sual mappings of data. Ideally, the user is free to choose the most appropriate style of visualisation
for the types of variables being studied. Thus, a 3D view can provide an overview of relationships
between several variables; but when analysts are more interested in relationships between a partic-
ular pair of variables they should be able to switch to a 2D view. For example, in the application
systems described in Chapté&and6, cross-sectional views of the 3D model are provided. The
cross-sectional viewer allows the user to examine the detailed state of the model for each integer
value of the independent variable. That is to say, the cross-sectional viewer allows users to isolate

individual planes in the D model.






CHAPTER 3

Three-dimensional Graph Visualisation

“Well | think we've sorted all that out now. If you'd like to know, | can tell you that in
your Universe you move freely in three dimensions that you call space. You move in
a straight line in a fourth, which you call time, and stay rooted to one place in a fifth,
which is the first fundamental of probability. After that it gets a bit complicated, and
there’s all sorts of stuff going on in dimensions 13 to 22 that you really wouldn’t want
to know about. All you really need to know for the moment is that the Universe is a lot
more complicated then you might think.” — Douglas AdaMestly Harmless

In this chapter some topics concerning relational-network (graph) visualisation are introduced.

These topics are central to the rest of this thesis. Se8tibdefines some general graph concepts

and Sectior8.2introduces the state of the art in 3D graph visualisation; particularly looking at how

well various common 3D graph layout methods uti@sD design principles.

3.1 Graphs

In this section some terminology from graph theof?][is defined as it is used throughout the

remainder of this thesis.

A graph is a mathematical construct typically modelling a network of relationships
between entities such as people, places, organisations, abstract concepts and
so on. The standard formal definition for a general graph is: a gfaph
(V, E) is made up of a set of nod&sand a set of edges = {{u,v}|u,v €

V'} connecting pairs of nodes.

A hyper-graph is agraphiG i (V, Ef) in which edges € Ey (calledhyper-edges
connect a set of nodeguy,...,u,} € V. Thatis, each hyper-edge may

connect more than just two nodes.
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A bipartite graph is a graphGs = (V4, Va2, E) in which the nodes are partitioned
into two logical setd/; andV,. Each edge € Ep connects a pair of nodes
u,v Whereu € Vi andv € V,. A hyper-graphGy = (V, Ey) can be
represented as a bipartite grapty, such that nodes in the hyper-graph are
mapped to nodes in one of the bipartite node sets}i.e= V' and for each
hyper-edgef € Ey there exists a node € V; and a set of edges, C Ep

whereE, = {u,v|u € V1 }.

A directed graphor digraph is a graph made up directed edgesthat is, each
edge(u,v) is an ordered pair. Directed edges are usually drawn with an

arrow from the first node to the second.

A directed cycleis a path or sequence of nodés, v, ...,v,) in the graph in
which for every pair of neighbouring nodes in the sequengandv; 1,
there exists a directed edge;, v;11); the first node in the sequence is also
the last node, i.e;; = v,,; and all other nodes, . .. v,,_1 in the sequence are

unique.

Directed acyclic graphs, that is, directed graphs with no directed cycles, may be
drawn with nodes arranged such that all edges are monotonic in the direc-
tion of the arrow. For example, trees, being a type of directed acyclic graph,
are often drawn with the arrows omitted but the hierarchy indicated by the

ordering of the nodes, i.e. with all edges directed away from the root.

A clustered graphC' = (G, T) is a graphG over which an hierarchical grouping
(clustering)T” of the nodes is defined. The tréeis usually defined such that
the leaves of the tree are the nodes:di62); however, directed acyclic graph
definitions forT" are also possible. The latter definition allows for nodes to be

shared between disjoint clusters. In this thesis the tree definition is used.

3.2 3D Graph Visualisation

The process of producing visualisations of graphs is a fairly mature field of study within the larger
domain of information visualisation. The field is traditionally cal@daph Drawing The term

“drawing” is arguably a little out of date, since it tends to imply static pictures of graphs on a
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printed two dimensional page. However, to date the field has grown to include animated displays
of graphs V2, 71], interactive graph visualisatiori$5 43, 135 and immersive 3D graph visuali-
sation [L96, 15]]. Therefore, the more generic tet@raph Visualisations used in this work.

Di Battista et al. 11, Page 6] and Kamad4d.(8 Page 29] give formal definitions for the map-
ping of graph elements to spatial positions. They defimgaavingI" of a graphG = (V, E) as
the combination of a function mapping nodes to positib(g’) and a function mapping edges to
simple open Jordan curvé§ E') with end pointsl'(u) andI'(v) whereE' = (u,v). Note that in
this definitionI" is purely a spatial mapping, that is, nodes are infinitesimal points and edges are
infinitely thin curves.

In practical applications, graphs often have attributes associated with nd¢é¢safd edges
(Ag). For example, edges may be associated with distances or flow in a graph representing a
transport problem. In another example, nodes in a graph modelling a computer network may need
to show the load on a server. These attributes are typically mapped to colour or size of the graphical
elements in the final drawing but may also have some importance in layout. For example, sets of
nodes grouped according to some attribute may be drawn on the same layer in layered drawings of
digraphs or placed close together in clustered graph drawings.

The mappingl’ can be rewritten to include mappings fds, and Ag to visual attributes, in

terms of the definition for information visualisation given in Equatioh

I'=(Tyv,Tg)
Iy:VxAy —RFx0© (3.1)

I'g:ExAp— CFx©

HereI'yy maps each node € V' and its attributesi,, € Ay to a position ink(< 3) dimensional
space with an appropriate graphical representatid@h. iSimilarly, I' ; maps each edgee FE with
attributesA, € Ag to a Jordan curve € C* in k-dimensions with the attributed. mapped to
visual parameter® such as width or colodr

Classical graph drawing methods are typically characterised as follows:

e They are primarily concerned with the spatial mappifg E — R* x C* induced

fromI" — commonly referred to agraph layout

!Drawings of very large graphs may omit edges altogether, implying edges through inter-node proximity.
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e The graph layout problem is usually based purely on the graph-theoretic structure

of the data-set and ignores the underlying semantics of the data domain.

e Layout methods typically aim foaestheticsaandreadability — concepts that are
generally based on personal preference, intuition or poorly understood cognitive

models of the way humans perceive groupings and structure in pictures.

In graph drawing algorithm design, a number of aesthetics have been cited as influencing the
readability of graph drawings. The most commonly cited aesthetics, for exatriplrdges 14—-16]
and [113 Page 19] are:

Edge bends— edges should be drawn as straight as possible.
Edge crossings— where possible, edges should not intersect.
Edge length — edges should be drawn with similar length.

Node-Node/node-edge overlaps— nodes that overlap look like a single node and
should therefore be avoided. Similarly, a node overlapping an edge looks as

though it is connected to two edges.

Minimum edge angle — where a node is connected to more than one edge the

angle between those edges should be maximised.
Orthogonality — edges should be drawn parallel to the coordinate axes.

Area minimisation — a graph may be more readable if the nodes are evenly dis-

tributed throughout the available space.

Clustering — drawing a graph such that cohesive groups of nodes are spatially
grouped while low-degree, isolated nodes are shown as outliers helps to show

graph structure.

Symmetry — reflectional and rotational symmetries should be maximised.

Many of these aesthetics are based on anecdotal evidence and the efficacy some, such as orthog-
onality, have been called into question by Purchase et 38 pased on the results of experimental
studies. Note also that some aesthetics conflict with others — for example, clustering and area

minimisation — and some may only be relevant in certain application domains. More recent work,
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such as that of Ware et alL97] and Nesbitt et al.147], has suggested links between readability of
graph drawings, gestalt principles, and neurophysiology. However, graph understanding is such a
high-level task that it is difficult to draw definitive conclusions.

Section2.2 discusses directnesgproperty for mappings of data attributes to spatial position in
a visualisation. A direct mapping is a one-to-one transformation of the semantics of the informa-
tion space to geometry; for example, the mapping of an integer value to an integer coordinate in
one spatial dimension. The mapping from graph theoretic structure to geometric layout, based on
aesthetics such as those described above, are much more abstract and complex. The spatial mapping

in I is therefore considered an indiressthetic mapping

3.2.1 3D Graph Layout Methods

The aesthetics for graph visualisation discussed above were originally intended for 2D drawings.
However, since 3D graph visualisation involves understanding a 2D projection of a graph arranged
in a 3D space, similar aesthetics apply. It should be noted, however, that problems such as edge
crossings in non-planar graphs can be resolved through interactive interfaces allowing 3D rotation.
There are many possible methods for finding arrangements of graphs in a 3D space (i.e. 3D
graph layout). Next, some of the most popular methods are reviewed with particular reference to the

way that they use the third dimension and how this usage relates to the thééﬁ visualisation.

Force-directed Layout

The most commonly used method for arranging general graphs — not including simple tree layouts
— is force-directedayout. The general approach involves modelling the graph as a physical entity
subject to forces similar to those found in nature. Forces and the properties of nodes and edges are
chosen such that an arrangement minimising the total energy of the system also satisfies aesthetics
such as those described in SecthA. Although originally conceived for arranging graphs on a
2D screen or page, the methods are usually easily extended to 3D. Bi@jstews an example of
a graph arranged in 3D using a force-directed technique. Note the characteristic resemblance to a
molecular structure.

Force-directed layout methods have been invented a number of times, under different guises,
in various research communities. To the author’s knowledge, Fisk and 6é6ktjiye the earliest

suggestion of a technique for arranging network diagrams with an iterative method that simulates
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Figure 3.1: A graph arranged in 3D using a force-directed method.

physical forces. Although their method defines the repulsive and attractive forces that are charac-
teristics of force-directed graph drawing techniques, their work is aimed squarely at designers of
integrated circuit boards. As such it was overlooked by the graph-drawing community for many
years.

The earliest suggestion of such a technique in the graph-drawing literature is Eades’ spring
embedder 2] which finds a pleasing layout for small graphs by balancing a constant repulsive
force between all nodes against a logarithmic attractive force between nodes connected by an edge.
The method proceeds iteratively, each iteration moving nodes by a small amount according to a
force vector calculated by summing the attractive and repulsive forces. Usually, the arrangement
eventually settles to a stable layout.

Kamada and Kawail[09 model the forces slightly differently, with springs following Hooke’s
law, between every pair of nodes. A preprocessing step sets the strength of each spring proportional
to the graph theoretic distance between its end nodes. From this they derive an objective function
for optimal placement of a node based on the combined springs from all the other nodes. They
solve for each node in turn using a Newton-Raphson method and move the node to the optimal
position found. Of course moving a node changes the forces affecting nodes already considered, so
this algorithm must also be run iteratively until the layout converges to a stable state.

Fruchterman and Reingold@3] modified Eades’ algorithm to more closely approximate the
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physical analogy of electrostatic repulsive force between any two nodesl v, at positionsp,,

andp, respectively:

]{72

frepulsive (u7 ’U) =
‘ u v

‘ ' pu_pv (32)
and attractive forces between any two nodesdv connected by an edge:

|pu _pv’2

- Dubo 3.3
k Pub (3.3)

fattmctive (u? U) =

Frick et al. [7Q] introduced a number of refinements to this basic model. They added an extra
force applied to all nodes attracting them to the centre of the visual space, thereby preventing
disconnected components from repelling each other out of the viewable area. They also added
heuristics aimed at reducing the number of iterations required to reach a stable state by avoiding
unproductive oscillations or rotations of nodes thus.

Although such measures reduce the total number of iterations by a significant factor, all these
methods share the same basic computational complexity for each iteration as Eades’ original algo-
rithm. That is, for a graph with nodes each iteration is dominated by the computatiof)Qf;sive
between all pairs of nodes, i.€(n?) complexity. Fruchterman and Reingold tried to reduce this
complexity by introducing a simple grid-based spatial decomposition such that repulsive forces on
each node were only considered for nodes in adjacent cells in the grid. Although this method suc-
cessfully reduces the complexity of each iteratiorx(), the algorithm often fails to untangle
graphs larger than a few nodes.

More recently a number of solutions to this problem have been devised. Quigéektended
Fruchterman and Reingold’s grid method to a recursive spatial decomposition, using quad-trees in
2D or oct-trees in 3D. Other methodk92, 89] used a graph-theoretic recursive clustering to find a
coarse layout of the graph before proceeding to more detailed refinement.

A close cousin of force-directed layout msulti-dimensional scalingMDS). MDS has long
been used by statisticians as a method for plotting multivariate data in a visualisable space such that
the Euclidean distances between points in the plot preserve — as much as possible — the relative
distances between points in the underlying high-dimensional data space.

More formally, if P is a set of points im» dimensions, then Multidimensional scaling computes
a pointg(p) in k dimensions, wherex >> k. A functiong is required, such that for all paifg, ¢)

of points in P, ¢ - di(g(p), g(q)) is approximately the same @s,(p, ¢) for some scale factot.



3.2 3D Graph Visualisation 65

Hered, andd,, are, most commonly, both Euclidean distance functions &andm dimensions

respectively — that is:

d(p,q) = (Pa — Ga)

However, other proximity metrics are sometimes usedifgrfor example, thévlinkowski metrics

[122 are defined as:
d(p,q) = > (P — ¢a)']"
a=1

for somer, where the well known case= 1 is commonly referred to as the “city block metric”.
Typically, multidimensional scaling is achieved by minimising a stress function for the entire
data-set. The first step is to compute the covariance matrix (X;;) where, if P = {P; : 1 <

i < n}, thenX;; = d,,(F;, Pj). Theng(p;) is computed to minimise the stress function:

n

n—1
o= > (Xy-Yy)?
=1

j=i+1
whereY;; = di.(g(pi), 9(p;))-

An early observation of the applicability of MDS techniques to finding embeddings for graphs
was given by Kruskal and Seery43. They define the covariance matriX based on graph-
theoretic distances between all nodes in the graph and then find an embedding for this graph by
minimising the stress function using a “classical” MDS approach based on principal coordinates
analysis [4]. Note the similarity between this graph layout technique and the independently de-
veloped “spring-embedder” technique of Kamada and Kawai (described above). The essential dif-
ference being the method used to minimise the “stress function” of the former, versus the iterative
Newton-Raphson minimisation of “spring energy” in the latter.

Recently, MDS techniques that were once overlooked by graph drawing researchers have started
to make an impact in this field. For example, Koren and Ha96] ise a simple algorithm to
find a graph embedding in a very high dimensional space (the authors suggest using around 50
dimensions) and then projecting this high-dimensional embedding down to a visualisable space
of two or three dimensions. By using principal components analysis (discussed in more detail in
Chapter5) they are able to achieve this projection in time linear in the number of nodes in the
graph. As reported in the paper, the results are similar to the results of force-directed layout —

at least for graphs that have a regular mesh structure. A recent study by Ha86bseuggests
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F A

Figure 3.2: The forces exerted on two nodes connected by a directed edge due to the magnetic-field force as
defined in Equatio’.4

that the results may be less pleasing for more tree-like graphs. Another paper by KoreB@t al. [
combines another long overlooked techniquéth modern graph coarsening techniques such as
those of Walshaw (described above) to produce a scalable technique that seems to work well on a
wider range of graph structures.

In most implementations of force-directed layout in 3D all three spatial dimensions are treated
equally. That is, the graph is allowed to expand in all directions to minimise the attractive and
repulsive forces. Thus, the basic 3D force-directed layout is notz% Blin its approach. However,
it is not difficult to add forces that constrain the layout in a m@é@ manner. For example,
for 2D layout, Sugiyama and Misue suggest a “field forc&8( for arranging directed graphs
such that edges are upward pointing. The force causes edges to be rotated to be aligned with one
axis. Carmel et al.Z9] achieve a similar result with a faster method based on one-dimensional
optimisation.

The concept is easily extended to 3D, and is demonstrated in web visualisation by Brandes et
al. [20] and in a software visualisation application by Dwy4¥§|. For example, in the latter appli-
cation, the force exerted on an edgev) = v = p, — p, and a magnetic field of direction and
magnitude given bﬁ is defined as (see Figuge?):

> . Ux(@xB
fmagneticﬁeld (U) = ‘(1_],||2) (34)

Although such a magnetic-field force haQ%D flavour since one dimension is treated differ-

2In 1970 Hall B7] demonstrated that a graph could be arranged using an eigenvector decomposition of its Laplacian
matrix. The details go beyond the scope of this introduction.
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ently to the others (see Secti@®), we can go much further. In Chaptéifurther extensions to
force-directed layout fostratified graph visualisatioare explored; adhering to tIQ%D principles

of directnessindependencanddiscreteness

Orthogonal Layout

An orthogonal graph drawing is a drawing with nodes assigned to integeandz coordinates and
edges drawn parallel to these axes. Since such drawings are difficult to achieve for many graphs,
usually edges are allowed right-angle bends.

Interest in orthogonal graph drawing has often been justified by its potential application to Very
Large Scale Integration (VLSI) circuit design. In VLSI the tools used to manufacture circuits are
sometimes limited to creating orthogonal connections on layered circuit boards. However, it has
also been advocated13 Page 121] as a form of effective graph visualisation since, by definition,
the minimum edge angle in an orthogonal drawing (without hyperedges) i©f course, this
requires that the maximum node degree is four. A concrete advantage for moving to 3D in this
paradigm then, is that the maximum node degree can be increased to six while still maintaining the
minimum edge angle of .

Despite, or perhaps because of, strict satisfaction of the minimum edge angle aesthetic, Pur-
chase 153 found that orthogonal graph visualisations in 2D were less effective than other modes,
such as force-directed and layered arrangements, in conveying graph structure to users. It would
appear that most of the interest in 3D orthogonal graph drawing algorithms is due to the theorem-
proving possibilities they offer combinatorial mathematicians, rather than their potential for visual-
isation.

Although orthogonal graph drawing restricts layout such that edges are parallel to the axis, the
graph is still free to grow in all three dimensions. So, it is by no meaﬁém paradigm. For
this reason, and also because of the doubts about its effectiveness in conveying graph semantics,

orthogonal graph drawing styles are not considered again in this study.

Symmetric Layout

Although, some of the aesthetics listed in Sectiohare contentious, few people argue that it is
desirable for a graph drawing algorithm to find an embedding that clearly displays any symmetries
or isomorphic subgraphs in graphs. If such an algorithm can be found, then there is a provable

benefit in moving from two dimensions to three dimensions. In 2D the only possible types of
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S

Figure 3.3: A typical hierarchical graph layout — produced with theT and WILMA ScoPE software as
described in Chapted

symmetry are rotation about a point and reflection over an axis. In 3D, however, there are four
possible types of symmetry: rotation (about an axis), reflection (in a plane), inversion (reflection
through a point) and rotary reflection (both rotation and reflecti@8)]f Hong [97] demonstrates

this with the example of an icosahedron. In 2D an icosahedron can be drawn with at most six
symmetries, while in 3D it can be drawn with 120 symmetries.

Most of the work on symmetric graph visualisation cannot be applied to general graphs. The
problem of finding whether a general graph has symmetries, and hence the problem of finding
largest symmetric subgraphs within an asymmetric grapA/#&complete. This is true in both
2D [126, 128 and 3D P7]. For this reason, advanced combinatorial methods for symmetric graph
drawing are not yet useful in general graph visualisation.

On a positive note, however, Eades and 158][show that standard force directed methods are
actually quite effective at displaying symmetries or near symmetries, without explicitly detecting

them.

Hierarchical Layout

The hierarchical or Sugiyamaf] layout method aims to arrange the nodes of a directed graph in
layers such that sources — nodes with only outgoing edges — are placed on the top layer and sinks
— nodes with only incoming edges — are placed on the bottom layer. Edges are allowed only
between nodes on different layers and, as much as possible, should be downward pointing. Figure
3.3gives a small example of a graph arranged using hierarchical graph drawing techniques.

The Sugiyama method proceeds in four distinct stages:
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1. Make the graph acyclic by reversing a minimal set of edges.

2. Assign node subsets to layers such that all edges in the acyclic graph are downward
pointing. Edges which span more than two layers are split with dummy nodes

placed on the intervening layers.

3. Find permutations of the nodes on each layer which minimise the number of edge

crossings between layers.

4. Find horizontal positions for the nodes — without changing the ordering found in

the previous step — such that edges are as straight as possible.

Each of these steps is anP-complete problem in its own right; but many, generally adequate,
polynomial-time heuristic-based methods have been proposed. Bastert and Matusaé®ski [
Pages 87-120] and also Di Battista et all,[Pages 265-301] provide in-depth surveys of these
techniques.

The discrete space used for arranging the layers or ranks in the graph can be considered a direct
analog of the extra half dimension defined for parallel planes in the definiti@%afvisualisation
in Chapter2. In other words, traditional 2D application of hierarchical layout could be thought of
as al$D mapping. A simple21D extension ofl 1D hierarchical layout is possible by extending
the layers of nodes into parallel planes.

In [44] Dodson discusses a graph visualisation that is almost a force-directed/hierarchical layout
hybrid. He draws graphs with the nodes constrained to three parallel planes. Sources are placed
on the top plane, sinks are placed on the bottom plane and all other nodes are placed in the middle
plane. A force-directed method is then used to arrange the nodes within the planes. Parker et
al. demonstrate a similar scheme I [[] but with more conventional layer assignment in which the
number of parallel planes is the maximum directed path length.

Such hierarchical-layout methods have avE}l]) feel since the depth mapping for each node is
discrete: that is, a mapping from an integer indicating the nodes’ path length from a root. However,
this is not a very direct mapping since it is dependant on the exact layer assignment algorithm

chosen. In Chapteta more direct depth mapping for graph visualisation is described.
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Tree Layout

Arranging trees in two or three dimensions is generally an easier problem than arranging general
graphs. It is always possible to find planar layouts for trees with relatively simple, linear-time
algorithms, as demonstrated most famously by Tut8Jland Reingold et al.]56. However, the-

orists have found many difficult optimisation problems in tree drawing. Most commonly discussed

examples are:

e Area and aspect ratio constrained tree drawings.

e Grid drawings (i.e. drawings with nodes placed at integer coordinates).

Surveys discussing a number of theorems concerning these and other tree drawing algorithms
are found in textbooksift, 113.

Most theoretical work on tree drawing algorithms concerns 2D drawings. Some notable work
on 3D tree drawing considers symmetric embedding for trees. Hong &8hbiye a linear time
algorithm for drawing trees with a maximum number of symmetries in 3D. This is especially inter-
esting because, as is described in Secdi@ny, this problem is\P-complete for general graphs.

Other notable work on 3D tree visualisation generally concerns efforts to provide compact rep-
resentations and interaction metaphors for exploring very large trees of high internal node degree.
Possibly the most famous of these is @ene Treesystem proposed by Robertson et 469. Cone
trees are 3D representations of trees with each level in the tree hierarchy drawn on its own parallel
plane. Each internal node in the tree is placed on the appropriate plane and is marked by the tip of
a partially transparent cone, with the children of the node placed around the circumference of the
base of the cone on the adjacent plane. A user browses through the tree hierarchy by rotating the
cones for each internal node to focus on particular children. A disadvantage of cone trees is that half
the children of any cone will always be partially obscured, however they are a very compact way
to represent trees with high degree internal nodes. According to the definitions in Se2tome
trees can be consider@%D in their construction. The assignment of nodes to planeksizrete
since there are an integer number of equally spaced planes; and the mapping of depth in the tree to
spatial depth is botdirect andindependent

An alternative geometry for arranging trees in 3D space is suggested by Hong et%d]. in [
Their PoLY PLANE system arranges subtrees on planar facets of regular polytopes, see3=gure

The system provides a very compact and aesthetically pleasing representation of large, high-degree
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Figure 3.4: A sample tree visualisation generated by tlwe PPLANE system. Courtesy Seokhee Hong.

trees; however, internal nodes can be somewhat obscured at the intersection of the planes.
Another effective approach to interactive visualisation of large trees is the 3D hyperbolic rep-

resentation by Munzner et all41]. Although their system also handles directed graphs, it works

particularly well with large trees such as the phylogenetic tree visualisation application that is de-

scribed in Section.4.3

3.3 Conclusion

Graph visualisation is introduced as a mapping from graph structure to a spatial arrangement (or
layout) in 2D or 3D. The most common methods for 3D graph visualisation are discussed and
their “2%D-ness" appraised; that is, consideration is given to how well the layout goals of the
various methods fit with thé%D principles, defined in SectioR.2, of directnessindependence

anddiscreteness






CHAPTER 4

Two and a Half Dimensional Stratified Graph

Visualisation

“Many called AutoCAD Version 2.5 (released 10 years ago - June 1986) a 2.5D system
because you could produce a 2D profile and give it an elevation and thickness. It was
a coincidence that the version number was 2.5; it had nothing to do with the fact that it
was a 2.5D system.” — Terry Wohlers, 1998

A method which assigns different semantics to the first pair of orthogonal spatial dimensions
(call themx andy), compared to the thirdz, is defined in Chapte? as ‘Q%D visualisation”. In
Chapter3 graph visualisation is introduced as a mapping for the nodes and edges in a graph to a
visualisable space. In this chapter, these two concepts are brought together in déf%rﬁ)myaph
visualisation”. In Sectiort.1 a definition for2%D graph visualisation is given and existing graph
visualisations that can be classed2dsdimensional are discussed. Then, in Sectad strati-
fied graph visualisatiois introduced as a specific type @%D graph visualisation for visualising
evolving graphs and comparing related subgraphs. In Se¢t®&ymethods for visualising stratified
graphs are examined and finally, in SectibAstratified graph visualisation is compared with other

approaches to visualising evolving graphs.

4.1 General Model forQ%D Graph Visualisation

In Chapter2 2%D Information Visualisation is defined as a visual mappingomposed of two
separate mappingsx g (see EquatioR2.2) where f maps one dimension in the information space
to the z-axis in a visual space angprovides a mapping to the andy axes and other graphical
attributes. In Chapte3 a mappingl’;, (see Equatior3.1) is defined for a logical graph model to a

visualisable space @fdimensions. A broad definition @%D graph visualisation is easily obtained
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B AT il DeCp \

Figure 4.1: “This is a Unix system... | know this!” The SGI file system viewer featured in the mhwiassic
Park

by substituting” for g.

a:(f,F)
f:Ax(VUE)—N (4.1)

Ly: (V x Ay, E x A) — (R? x ), (C% x 6,))

Essentially, this means that two dimensions are used for graph layout, and position in the third
dimension — or depth mapping — is used to represent some other attdlasgsociated with nodes
or edges.

A number of different graph visualisations fit loosely into this definition. Possibly the sim-
plest way to extend a 2D graph visualisation into the third dimension is to combirgtykeape
metaphor with a drawing of a graph in the plane. A classic example of this technique was the
SGI File System viewer, FSi\ made famous by the Jurassic Park movie (see Figuile The
directory hierarchy is represented by a tree drawing on a plane. Nodes are drawn as boxes where
the height of the box rising out of the plane indicates the total size of the files in the directory. In
terms of the model above, maps the directory size attribute to thaxis. Other examples of the
cityscape metaphor fdr%D graph visualisation include a visualisation of bibliographic networks by
ChenB1] and an interactive system for browsing attributes associated with network nodes by Chuah
et al. [32). Some algorithms and a general overview of the paradigm is given by Kekkh [

A metaphor closely related to the cityscape graph visualisation involves overlaying a graph
drawing with a landscape showing elevations at node points. For example, Brandes and Will-
halm [23] used this technique in bibliographic networks (see Figug and Davidson et al. 38]
visualise microarray expression data using a landscape to emphasise clusters.

Another closely related metaphor uses the elevation of nodes to better show graph structure.

1Seehttp://www.sgi.com/fun/freeware/3d_navigator.html
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Figure 4.3: Visualisation of a clustered graph by Eades and Feng.

For example, Cone Tree$49, as discussed iB.2.], are created by raising the internal nodes in a
radial tree drawing to a height proportional to their distance from the root. Similarly, Feng’s cluster
hierarchies$3] show the clustered structure of a graph by elevating nodes according to their depth
in the cluster tree, see Figude3. Another interesting example demonstrate&%ﬁ) drawing of
the dependence graph of spreadsheet cENg[ A spreadsheet has a natugé) layout but in this
visualisation cells are lifted into the third dimension to indicate the data flow.

In a prize winning entry to the 2004 IEEE InfoVis competiticdtj?, Q%D principles are used
to explore a large citation network. Figuéet shows the citation network with nodes representing
papers and edges indicating a citation of one paper by another. Early attempts at visualisation
revealed that the citation network was scale-free: that is, the node degree follows a power-law

distribution P]. Scale-free networks are notoriously difficult to visualise such that their structure is

2This competition entry represents the author's most recent applicatmij][mbrinciples to graph visualisation and
was completed in collaboration with Adel Aahmed, Colin Murray, Le Song and Ying Xin Wu.
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N>
0%

Figure 4.4: A 24D visualisation of the IEEE Information Visualisation citation network with an enlargement
showing the most highly-cited “hub” papers.

clear [7]. The solution involved finding a 2D embedding using a standard force-directed algorithm
and then mapping node elevation to discrete levels based on degree. The result shows the hubs
clearly at the top of a volcano-shaped structure, with their lower-degree relatives spread out on the
layers beneath.

The entry also included an alternatii?/éD visualisation in which the data was clustered, based
on key-word and abstract information, into 11 research areas. All nodes in the citation network
for each year of publication and research area, are replaced with a single node, and then all nodes
in a given research area are linked into a chain with a second set of edges. The resulting graph
is arranged using a force-directed layout algorithm with the nodes constrained to discrete levels
corresponding to year of publication. The results are shown in FiggdreThe visualisation helps

to elucidate the evolution of the eleven research areas and the changing relationships between them.

4.2 Stratified Graphs

In the above examples no constraints are placed on the way edges are arranged in the three di-
mensional space. That is, the edges could be any Jordan curve in three-space and could connect

nodes with any:-coordinate. In this section a model with extra constraints is explored, the extra
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Figure 4.5: A 2%D “worm” visualisation showing the evolution of research areas in the IEEE Information
Visualisation citation network.

constraints being that:
e Edges must only connect nodes with the sanm@ordinate.

e Edges must lie in a plane orthogonal to thaxis and intersecting theaxis at the

same level as the nodes.

These extra constraints decrease the visual complexity of the visualisation and fit well with the
constraints of human depth perception identified by Marr, see SeztloWisualisations adhering
to these constraints are callsttatified graph visualisations, since the parallel planes or levels on
which edges must lie resemble geological strata or levels of sediment ih rock
An early example of such a stratified graph visualisation is the representation by Kb®f
parallel program execution, see Figdré. In this representation nodes represent program compo-
nents and edges represent messages being passed between these components. The graph is arrange

in two dimensions and nodes are extruded into gkdimension forming tubes. Edges are then

3Use of the ternstratifiedalso avoids use of the obvious, but already heavily overloaded, tagmsor level Both
of these terms are used to refer to the layering used in hierarchical layout, see Chapter
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| client:DataQuery | | dataVis:VisServer | | g:Graph |

(a) Visualisation of parallel program execution. Cour- (b) A UML sequence diagram
tesy Hideki Koike.

Figure 4.6: Parallel program visualisation with stratified graph visualisation and a UML sequence diagram.

placed at various levels orthogonal to thelimension where the height of the level relates to the
time at which the message was sent. In many ways this is a literal extension of Unified Modelling
Language (UML§ sequence diagrams into the third dimension, see Figuéi)

The visualisation by Koike is essentially a method for visualisingaslving graph that is, a
network with elements that exist only at certain periods in time. More formally, an evolving graph

is defined as follows (se&J)):

Definition 4.2.1 Given a graphG = (V, E) with an ordered sequence of subgraplfs; =
G1,Gs,...,Gr) such thatuz.T:lGi = G, let S = tg,t1,...,t7 be an ordered sequence of time
instants. The systegh= (G, S¢, St), where eacl(; is the subgraph in place during;_1, ¢;], is

called anevolving graph

Stratified graph visualisation is easy to define in terms of such an evolving graph:

Definition 4.2.2 Each of the subgraphs; € S of an evolving grapltz, are mapped to a stratum
or plane perpendicular to the-axis, at a height proportional to the time intervi)_1, ¢;] corre-
sponding to the existence 6f,. In terms of the mappings defined #.1), f is the mapping of
the intervallt;_1, t;] to a discrete level on the-axis andI's is a mapping of the elements Gf to

positions within the plane on that level.

An application involving a visualisation of a graph that changes over time — a network of share

trades by a fund manager — is presented in detail in Ch&pter

4Seehttp://www.uml.org
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Although evolving graphs are usually considered as evolving over time — thitgaes a
partitioning of G according to a time attribute associated with each elementV’ U E — there
is no reason why partitions cannot be made according to any other variable associated with
For example, Chaptéf considers a set of o = | S| graphs — phylogenetic trees — each an
approximation of an underlying graph whose exact structure is unknown. Each (sub}graphy
has an associated attribute giving the probability of the approximation, and it is this variable that is
used to partition the union graplf_, G; = G and map to strata.

A more generic definition of stratified graph visualisation, that does not consider the various
strata as necessarily corresponding to time intervals but to any domain specific partitioning of the

graph, is as follows:

Definition 4.2.3 Given a graphG = (V, E), S¢ defines a sequence of subgraphs(Sg =
G1,Ga,...,G,) such thatu)_,G; = G. A setS of o strata is defined along with a mapping
f for each of the subgraphs; € S¢ to a stratum. The mappinD, maps the elements 6f; to
positions within each planar stratum. Note that an elemeatV U £ may appear on more than

one stratum: that is, for eachthere is a set of strat&. C S in whiche is present.

Also, where there is no inherent ordinal variable available in the underlying data, a mapping to
a stratified graph can still be found, but analysts are free to find a partitioning and ordering that suits
visualisation for practical or aesthetic reasons relevant to the application domain. In Gsyathr
an application (visual comparison of metabolic pathways) is considered. In this application a set of
similar, but not identical, graphs are arranged into strata and an ordering for the strata is found such

that graphs in adjacent strata are as similar as possible.

4.3 Visualisation of Stratified Graphs

The mapping of stratified graphs intcﬂéD visualisation is the main concern of the remainder of
this thesis. As mentioned above the method is ideal for visual comparison of a set of graphs or
following the evolution of a dynamic graph over time. These applications are explored more deeply
with case studies in Chaptess6 and?.

First, however, methods for finding a mapping from the logical graph structure to a geometric
structure inQ%D — that is, layout algorithms for graphs ih}D — are explored. As described

above, the mapping of nodes and edges to strata is a direct mapping based on a domain dependent
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attribute. However, within each stratum there are any number of 2D layout strategies that can be
employed to find an appropriate arrangement for the application.

Since stratified graphs are inherently related to evolving graphs, work on on-line or dynamic
graph drawing methods such &xl] 22, 148 102 40] are somewhat relevant. However, the key
difference between on-line and stratified graph visualisation is that in stratified graph visualisation
the structure of alf7; € S is known before the layout process is begun. Brandes and Weifijer [
by contrast, give a generalised model for on-line graph layout inspired by a Bayesian approach to
dealing with new graph structure. That is, following Bayes’ rule, the layout for each successive
graph depends only on its own layout aesthetics and so-called “anchoring-constraints” due to the
previous graph layout.

Since a node may appear in multiple strata it would make sense to position the node at the same
position in each stratum. Thus, the simplest approach to arranging stratified graphs is to find an
arrangement for the entire union graghin the plane and then simply extrude the plane into 3D,
placing a glyph for each element at the same position in each stratum in which it appears. Such
a mive approach may be taken with any 2D graph layout algorithm. A similar approach is taken
by Diehl et al. B1] in their discussion of what they call “foresighted layout” for evolving graphs.

In this discussion they consider the problem of animating a set of graphs by first finding a layout
for the union graph. They also consider compacting the union graph by replacing nodes that do
not appear in the same time intervals with a single union node. Thus, the same point in the plane
may be shared by dissimilar nodes at different points in time. This aesthetic may work well for
animations, but is not appropriate for visualising stratified grapt%% since the grouping of

such, unrelated nodes, in a static visualisation would (a) make the overlapping nodes difficult to
differentiate when viewed from above and (b) seem to imply a semantic grouping. In the following
sections several modifications for standard layout methods are recommended, specifically designed
for 2%D visualisation of stratified graphs.

The graph visualisations shown in this section were generated with theAMSCOPEgraph

visualisation system as described in Appendix B.

4.3.1 Force-Directed Layout

As discussed in Chapte; force-directed methods are the most popular tools for general graph
layout. The discussion here therefore begins by looking at how force-directed methods can be

applied to stratified graph layout.
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Figure 4.7: A small example demonstrating force-directed column layout with varying column widths to
show additional data attributes

As discussed above, the simplest application of layout to a stratified graph is to find a 2D em-
bedding of the union graph, then extrude into 3D, placing edges and nodes at the appropriate depths.
The author’s earliest work in this area used exactly this approach4 ge€pntemporaneous work
by Brandes and Cormad ] used a similar approach for visualising evolving discourse networks.

Visualisation using straight columns in this way yields some advantages:

e Intuitively, it is easy to track the position of a node across a number of layers if its

position does not change.

e Change in column width and colour can be used to display additional attributes
associated with each node and to emphasise how these attributes change from stra-
tum to stratum. For example, in Figuder changing column width across strata is

visible.

e As discussed in Chapte; force-directed layout displays graph structure such as
clustering and outlying nodes extremely well. Using this simplest scheme for ap-
plying force-directed layout to stratified graphs shows this structure for the union
graph. Figuretl.8shows a top-down view of a stratified graph arranged in this way
with outliers and clusters clearly visible. A detailed view of the central cluster is

shown in Figuret.9.
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Figure 4.8: A larger example of force-directed column layout

However, the force-directed approach can be madified to further take advantage of the extension
into 2%D. Figure4.10shows the same small graph from Figdt@ébut this time the columnar nodes
have been allowed to bend to further minimise the stress from the springy edges. Each “worm” is
constructed as a chain of nodes connected by virtual edges, see Eifj0(e) The position of
the nodes is constrained such that nodes connected by a virtual edge must lie on adjacent strata.
The final layout is then determined by a 3D force directed method. The worms are rendered by
visualising each node in the chain as a sphere and the virtual edges as tubes with end radii matching
that of the spheres for each of the end nodes, see FgLogh)

Allowing the columns to bend in this way allows the layout to accentuate conditions such as
changing centrality and clustering over time. However, the danger is that it could become more
difficult to see changes in column width and may contribute to general confusion: that is, the

bendy columns are generally “busier” and may diminish some of the advantagé@dince the



4.3 Visualisation of Stratified Graphs 83

Figure 4.9: A detailed close-up of the clustered portion of the graph shown in Figy@re

orientation of thez-axis becomes less clear. Figutell, shows a larger example of the “worm”
layout where both the advantages (such as temporal clustering) and disadvantages (such as increased
complexity) can be seen.
In Chapter 4 an application of these force directed layout strategies to portfolio visualisation
is discussed, along with further discussion of the advantages and disadvantages of different layout

schemes.

4.3.2 Hierarchical Layout

As with force-directed layout, the easiest way to visualise a stratified graph with an hierarchical
layout method (see Sectidh2.]), is to find a 2D embedding of the union graph and then extrude
into the 3™ dimension. Again, the extrusion is simply a matter of assigning depths to nodes and
edges according to the depth mappjh@zquationd. ).

However, the extension into 3D may benefit from an hierarchical layout algorithm that is aware
of the stratified structure of the graph. For example, as described in Cl2agtdey step in hi-
erarchical layout methods is finding an arrangement of nodes within each layer that minimises the
number of crossings between edges. Figufe shows how crossings of edges not present in the
same stratum can be resolved by 3D rotation or stereo depth perception. It follows that the cross-

ing minimisation step in an hierarchical layout method for stratified graphs can treat crossings that
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(a) Construction of worms (b) Result

Figure 4.10: A small example of worm layout

Figure 4.11: A larger example of the worm force-directed layout
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Figure 4.12: Crossings between edges in different strata can be resolved by 3D rotation.

occur in the same stratum in a different way to crossings that only occur between edges that do not

exist in the same stratum.

Crossing Reduction

As mentioned in Chapte finding the minimum number of crossings inkdayered graph is an
NP-complete problem but heuristics may be applied to find a reasonable solution in good time. A
first step in simplifying the problem — used in most practical methods — is to reduce crossings one
layer at a time in a layer-by-layer sweep approach. That is, looking first at the top-mosLigyer

the method tries to minimise the crossings between edges from that layer to the next;ldoger
permuting the node positions Iy . This is known as thene-sided crossing minimisation problem
since only the nodes in one of the two layers being considered are permuted, for example see Figure
4.13 Then, examining the new permutation bf and the next layefs, a permutation of., is

found that reduces the crossings between edges fromo L,. This process sweeps through all
layers until a new permutation @f; has been found. A reverse sweep is then applied figrhack

to Ly. The sweep repeats, forward then reverse, until the total number of crossings in all layers
converges.

Unfortunately, the one-sided crossing minimisation problem is AfilP-complete §7], so
heuristics are commonly applied to find approximate solutions. The one-sided crossing minimisa-
tion problem, viewed in isolation from the larger multi-layer crossing problem, considers a bipartite
graphG, = (V1, Va, E) (see Sectio3.1) whereV; andV; are the sets of nodes on adjacent layers.
The permutationr; of nodesV; in the first layer is fixed while the permutatian of the noded/,
in the second layer may be changed. Exact and heuristic methods for this one-sided crossing min-

imisation problem are based on tbessing matrix(c;;); jev,, in Which an entryc;; corresponds
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2 4

b a d e f c
Figure 4.13: The one-sided crossing minimisation problem. The permutation of nodes on the bottom layer
is fixed while nodes on the top layer may be reordered to reduce edge crossings.

a b c d e f
al- 2 0 0 0O
b|0O - 00 0O
cj|1 2 - 2 1 1
d|io 4 2 - 0 O
ell1 2 01 - O
fl2 4 0 4 2 -

Table 4.1: Crossing matrix for the two-layer graph in Figu4el3 Each entryc,, gives the number of
crossings induced by placing the nodeorresponding to the row before the nogeorresponding to the

column.

to the number of crossings between the two layers caused by edges incident to, naglés, if ¢
is placed to the left of: that is,m2 (i) < m2(j). Table4.1is an example of such a crossing matrix.
Let 5;3 = 1if m(i) < m,(y) or O otherwise and leNV (u) C V; be the set of nodes connected by

edges ta: € V5. Then:

cii= ), > O (4.2)
)

keN (i) leN(j
A strata-aware crossing matrix is defined by multiplying the contribution of a pair of edges to
an entryc,,, with the number of times that these edges are present in a common stratum. Note
that this results in a weighted crossing matrix in which crossings are counted individually for each
pair of edges, and that this weighting scheme is different from, say, assigning weights to edges
and multiplying these if edges cross. More formally, Equatidhis adapted to the new stratified

definition:

cp=> ) > bk (4.3)

5=1 keNg, (i) IENg, (4)

A naive algorithm for computing;; visits every node iV (j) for everyN (i) intime O(| N (4)||N (4)]).
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A better method for computing; in time O(| N (7)| +| N (j)]) is given in Chapte?. An expression
for the number of crossings for an entire two layer problem in terms;of— from Jinger and
Mutzel [LO7] — is as follows:

n2—1 ng

CI'OSS(’R'Q) = Z Z 01]57,2] + Cﬂ(l - 522‘7) (44)

i=1 j=i+1

Currently the fastest algorithm4(] for counting all the crossings in conventional two-layer
graphs do so in tim&(|E|log |Viman|) WhereE is the set of edges and,,,,,; is the smaller of
the two sets of nodes. Adapting to consider edges from different strata by simply consiglering
separate two-layer graphs does not significantly reduce or increase this running time.

Since most crossing reduction methods based on the crossing matrix are oblivious to the defini-
tion of its entries, they can also be applied in the stratified case.

There are a number of heuristics for reducing the number of crossings in a two layer problem
which may be adapted to stratified graphs. A brief description is given here of those heuristics
tested with stratified graphs. For a complete survey $&el[13. The greedy switctor adjacent
exchangeheuristic is the most straight-forward — a simple scan across all neighbouring nodes
u,v € Vo, exchanging their positions if doing so leads to a reduction in crossings (see Algorithm
1).

Algorithm 1 Adjacent exchange crossing reduction
procedure adjacent Exchange(Q)
Require: G = (V1, V4, E) is a bipartite graph with node set§ and V, arranged on adjacent

layers.
1: repeat
2:  r « 0 {r accumulates the number of crossings removed in a}pass
3 fori—1...]Vp|—1do
4: j—1i+1
5: if Cij > Cji then
6: exchange the positions of nodeg aindj
7 re—1r+cj— Gy
8: end if
9: end for

10: until r =0

The median heuristiq57] is conceptually very simple. Each nodec V; is placed at the
horizontal position of its middle anedianneighbour: that is, iby, va, ..., v; € N(u) is the set of
neighbours ofu sorted by their positiom, then setry(u) = wl(um). Complexity arises when

2

choosing the exact neighbouring position to use whisreven and there are two middle neighbours
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from which to choose: that is, atl(%) andm(% + 1). The definition above implies defaulting to
the left of these two, but more complex strategies are possible. wEighted mediampproach
suggested by Gansner et alf] is used here. This heuristic chooses central nodes on the more
densely packed side.

To compute the stratified graph layouts shown in this thesis, the open-source pmgram
which uses a median heuristic coupled with an adjacent-exchange post-processii@|stepd
adapted. New permutations generated by these heuristics are rejected if they lead to an increase in
edge crossings according to the modified crossing matrix, as described above.

Since the median heuristic method does not consider crossings until after a permutation is gen-
erated it was felt that it might not be readily compatible with the new definition,of As an
alternative, crossing minimisation based on the Integer Linear Programming (ILP) approach sug-
gested in 107], was also implemented. The ILP method directly usgs— c,, as the coefficients
of the variables of the cost function to find an exact solution for each one-sided crossing problem in
the sweep.

Eades and Kelly44] suggest that the calculation of exact solutions to the one-sided crossing
minimisation problem would be useful in evaluating the various heuristic solutions. At the time
of their report, however, the computational complexity of the problem seemed prohibitive. Later
work by Jinger and Mutzel]07] demonstrated an Integer Linear Programming approach that made
such an evaluation possible for small two-layer graphd (0 nodes per layer). Their definition of
the Integer Linear Program, or Linear Ordering, for the one-sided crossing minimisation problem

begins with a restatement of cr¢ss) — from Equatiord.4— to isolateél?j:

n2—1 n2 n2—1 ng2
cross(my) = Z Z (cij — Cji)(Sin + Z Z Cji (4.5)
i=1 j=i+1 i=1 j=i+1

Settingn = no, z;; = 6% anda;; = c;; — cj; the linear ordering problem is then:

SAvailable athttp://www.graphviz.org/
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minimiseni1 i ;i (4.6a)

i=1 j=i+1
subject to: 0 <@y +xjp —x < 1for1 <i<j<k<n (4.6b)
0<m; <lfor1<i<j<n (4.6¢)
xijEZfor1§i<j§n. (4.6d)

Thus, for each pair of nodes, v; € V3, z;j = 1 indicates thairy(v;) < m2(v;) and the vector
Z gives a complete ordering for the nodesiin The so-called “3-cycle” constraints in (e4.6b
ensure thaf’ corresponds to a legitimate permutation of the nodek,inThe adaptation of this
linear program to stratified crossing minimisation, by directly substituting the new definitiafy for
(eq. 4.3) is trivial. Obviously, the weighted crossing minimisation variant is at least as difficult as
standard crossing minimisation.
The addition of this ILP crossing minimisation methodoT was achieved using the GLPK
linear programming librariés In experiments it was found that the median heuristic outperformed
the ILP approach, because it tends to achieve a reasonable global solution which the subsequent
adjacent-exchange is able to improve according to the modified definitiop), oMoreover, it is

significantly faster than thieranch and cualgorithm for solving the ILP.

Horizontal Node Positioning

Another refinement to the Sugiyama method for stratified grap%lzs[m's possible in the horizontal
positioning step. When routing the edgeSZ%D, dummy nodes on different strata can be allowed

to overlap. InDOT's implementation, an auxiliary graph is created in which edges of an arbitrary
minimum length are inserted between adjacent nodes (and dummy nodes) in each layer to keep
them separatedpboT then uses the same network simplex method used in its vertical ranking of
the original graph to find an optimal horizontal arrangement of the nodes in this auxiliary graph —
see 6] for details of this method. The length of auxiliary edges between adjacent dummy nodes
that do not coexist on the same stratum, is therefore set to zero, thus allowing such nodes, and
hence edges, to overlap. This led to a significant improvement in aspect ratio of the final layout.

For example in the test described below the improvement in width/height was from 2.3 to 1.3 (or

& GNU Linear Programming Kit —http://www.gnu.org/software/glpk/glpk.html
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(a) without

(b) with

Figure 4.14: Fund manager flow graph used in tests viewed from above with and without strata-aware place-
ment.

approximately 40%) in the densest test cases.

Results

Table4.2summarises the results of running the original and modified program on a reasonably
complex2%D graph with 12 strata, 14 nodes and 72 edges. The example graph models fund man-
ager movements between market sectors, as descritigdaimd is much more dense than would
probably be usable in practice, but it is a useful extreme test — see Figurband4.15 The

various layout methods tested are:

Heuristic No Strata — The originalDOT median/adjacent-exchange crossing re-

duction and horizontal positioning
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Figure 4.15: An oblique view of the test graph arranged with strata-aware placement.

Heuristic Sep. Strata — The modified median/adjacent-exchange crossing reduc-
tion method using the stratified calculation fqy, and using the stratified

horizontal node positioning as described above

ILP No Strata — ILP crossing reduction as described in [] with the standzod

horizontal positioning

ILP Sep. Strata — ILP crossing reduction using the stratified calculationdgy

and stratified horizontal positioning
There are three different crossing counts listed:

No Strata — Duplicate edges on different strata are counted as a single edge with

the original definition ot
All Strata — Duplicate edges are all counted with the original definition,gf

Separate Strata — The definition stratified definition af,,, as above.
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Total Crossings
Method No Strata| All Strata | Separate Strata Width/Height
Heuristic No Strata 173 346 40 2.35
Heuristic Sep. Strata 238 468 36 1.29
ILP No Strata 202 411 57 2.47
ILP Sep. Strata 210 421 50 1.01

Table 4.2: Results of using the various methods to arran@%@ graph with 12 strata, 14 nodes and 72
edges

4.3.3 Tree Layout

In Chapter7 an application for visualisation of a set of phylogenetic trees is presented. The layout
style used is quite specific to the application. Lengthy discussion of stratified tree comparison
method, and algorithmic contributions to this method, are therefore presented as part of the case

study report in that chapter.

4.4 Conclusion and Comparison with Other Approaches

The method usually considered for visualising evolving graphs (Definiti@ri) in most discus-

sions of dynamic or on-line graph layout (as discussed in Sedtignis simply to display an
animated sequence of the subgraphs corresponding to each time instant in increasing time order.
The challenge is to draw the viewer's attention to structural changes in successive graphs. This is
achieved either by minimising layout changes in successive graph drawings or alternately, as dis-
cussed by Friedrich7R, 71], to animate the transition between successive drawings smoothly, by
inserting intermediate frames of animation. In either case, when comparing a pair of successive
graphs, the viewer must rely upon memory of the previous drawing to identify differences. The
model of the previous graph that the viewer is required to keep in memory is commonly referred
to in graph visualisation literature as theental mag139. The 2%D stratified graph visualisation
method has the advantage that it does not rely on the viewer's memory to the same degree as they
compare differences in a set of graphs. Rather, the entire set of graphs is displayed concurrently and
the user is able to compare and contrast usitgrnal cognitiorf167 — a concept that is central

to the motivation for data visualisation as discussed at length by Card 28aRdges 1-34].

However, there are also disadvantages to the stratified graph visualisation approach:

1. Dynamic visualisation using animation to step through a sequence of graph draw-

ings can also be applied to a sequence of 3D graph visualisations while the stratified
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approach requires the graph in each stratum to be drawn in the plane.

2. A graph on an internal stratum in a stratified graph stack can be obscured by the
strata above and below and is generally not as easy to see as an individual graph

drawing in a dynamic sequence.

3. The scalability of stratified graph visualisation to sets of many graphs is limited for

two reasons:

e for large sets of graphs, the global layout of the union graph will most likely

be far from optimal for individual subgraphs;

¢ the problem of outer strata obscuring the view of internal strata, described in

(2) above, becomes increasingly serious as more strata are added.

A possible solution to problems (2) and (3) is a hybrid of the dynamic graph visualisation
and stratified graph visualisation approaches. In later chapters two such hybrid solutions to these
problems are discussed. First, in Chafatarcross-sectional viewer is introduced. This allows users
of a stratified graph visualisation system to obtain a 2D view of the graph on an individual stratum.
By interactively stepping through each of the strata ier@B stratified view, they effectively obtain
a conventional animated sequence showing the dynamic graph changes. Secondly, in @€hapter
an approach is introduced in which browsing a large set of graphs is facilitated with a stratified
graph visualisation showing only a subset of the available set of graphs at one time. The user can
interactively change the subset of graphs shown in the stratified visualisation, effectively showing a

dynamic sequence of stratified graph visualisations






CHAPTER 5

Fund Manager Movement

“The purpose of computing is insight, not numbers.” — R. W. Hammagj [

This chapter presents the first case study using the two-and-a-half-dimensional graph visualisa-
tion metaphor. Two related, yet distinct, styles of visualising fund manager holdings as they change
over time are introduced. As well as sharing a common application, both the visualisations use a
depth mapping for time. However, they have slightly different goals.

The first visualisation style, implemented in the®rFOLIOSPACE EXPLORER system, is in-
tended to provide an overview of a large number of different fund managers’ holdings in a single
display. It also provides several interactive features that aid data-mining activities, allowing ana-
lysts to “drill down” through the data, filtering to find portfolios that display interesting activity.
The technique uses methods from multidimensional scaling for the mappilegned in Eq.4.1
The aim of multidimensional scaling is to find an embedding of the distance matrix between data
points. This is analogous to graph drawing in that the distance matrix defines a weighted complete
graph where each of the data points is a hode.

The second visualisation style that is described in this chapter, is referred tocsradt.io
CoLuMNSs visualisation. Itis intended to provide a detailed view of the contents of one portfolio (or
possibly a small number of aggregated portfolios). To achieve this, a graph representing movement
between stocks or market sectors in the portfolio is defined. Then, the stratified graph visualisation
techniques defined in Chap#are used to allow analysts to explore these movement graphs.

A demonstration is then given, of how these two techniques can be coupled to provide an
overview-and-detaistyle method for visualising a high-dimensional data-set with attributes that
change over time. Sectidn4.1provides some general background for fund manager holdings and
capital markets visualisation. Before the new visualisation is described, however, a more in-depth

introduction to the topic of fund manager performance analysis is provided. Much of the work
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described in this chapter has been published th46] and in conjunction with David R. Gallagher
in [49].

5.1 Introduction

Performance evaluation of fund managers using portfolio holdings data aims to improve under-
standing of the sources of returns attributable to stock selection and portfolio management. While
aggregate fund returns are publicly reported to investors and market analysts, this seldom includes
performance attribution from individual stock selection decisions. These can only be determined
using portfolio holdings data at a very fine temporal granularity. Therefore, information about fund
ownership is an important component in the analysis of investment manager skill, and a visualisa-
tion which helps to distill this information may be a useful tool for the analyst or investor.

However, performance analysis represents only one example of why visualisation of fund man-
ager holdings is important. Pension fund trustees have fiduciary responsibilities to fund members
(investors in the fund). Where pension fund mandates (or investment contracts) are delegated to
fund managers, an understanding of how the portfolio is configured (including the cross-holdings
of stocks across managers and how the fund is exposed to individual stocks at an aggregate level)
is an important component of portfolio design. Quantitative techniques can be applied as a means
of describing the risk attributes of the individual portfolios accessed by pension funds but such
techniques may not always be relevant and may not explain complex situations. Visualisation tech-
niques which show portfolio configuration properties more holistically represent an interesting tool
for evaluation. They may also provide opportunities in the communication of technical aspects of
portfolio management to investors who are not familiar and/or sophisticated in understanding quan-
titative portfolio analysis. For more information about performance analyticsge&q2 24].

The rest of this chapter is structured as follows. Seci@introduces the philosophy behind
theQ%D overview-and-detailisualisation strategy. Secti@ni3examines the overview visualisation
provided by the BRTFOLIOSPACE EXPLORER and gives some background on multidimensional
scaling and the Principal Component Analysis (PCA) method used. In Sé&ctianovel system
for visualising the results of the PCA dimension reduction is introduced. In Segtidhe graph-
based detail visualisation — olORTFOLIO COLUMNS view — is discussed and a formal definition
of the underlying graph model, is given. Sectibrb describes the layout algorithm employed

to find an embedding of the graph for visualisation. SecBohprovides a walk-through of a
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scenario demonstrating the use of the system in exploring a real data-set and feedback, received
from showing the tool to fund manager research analysts, is discussed. The chapter concludes with

Section5.8and some directions for future study are discussed.

5.2 Overview and Detail Portfolio Visualisation

The data-set inspiring this research is UK stock market registry data, where the changing portfolio
holdings of all registered fund managers are held at a granularity of approximately one month.
The data consists of some 3,000 portfolios composed of a selection of over 2,000 different stocks
from 54 different market sectors. To obtain a useful picture of the movements within this data-set,
at least twelve months’ worth of this data must be available. Obviously, presenting such a large
body of data to analysts in a visual form is going to challenge their “perceptual bandwidth”. The
approach presented decomposes this visual challenge into two subproblems, providing a basis for

an “overview-and-detail’8] visualisation design:

e To visualise the changing holdings of all fund manager portfolios in the data-set in

order to obtain a broad picture of the entire market.

e To obtain a detailed view of changes in the holdings of just one, or a small number,

of fund managers’ portfolios.

The important theme in both of these visualisation tasks is visualising changes occurring through
time. In the overview it should be possible to see who are the market leaders and followers. When
visualising a small number of portfolios it should be possible to study the way fund managers pri-
oritise their holdings to achieve a particular goal such as tracking or outperforming an index.

Both the overview and detail visualisation solutions presented share a coaﬂb‘@omspect, in
that the third dimension is used to represent discrete time intervals and the other two dimensions

are used to represent more complex dimensional scaling or graph layout.

5.3 Overview Visualisation using Multidimensional-Scaling

The data-set used consists of several thousand equity holdings, each of which contains a selection of
stocks from different companies belonging to different market sectors in the UK. A portfolio, or set

of holdings in an individual fund, can be thought of as having a weighting in each of the available
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stocks in the market. If there are 2,000 different companies in the market universe, one can think
of these portfolios as being points in a 2,000-dimensional space. Alternatively, the weightings can
be aggregated by market sector into a space of lower dimensionality. For example, F=igigre
a chart showing the weighting of one portfolio across 50 market sectors at one particular point in
time: that is, just one high-dimensional data point. The problem faced is to visualise the weightings
of many portfolios, and to show how these weightings change over time.

Obviously, to make an intelligible visualisation, this high-dimensional space must be reduced
to two or three dimensions. This process is called Multidimensional Scdl#jgthe chief aim of
which is to find a lower dimensional representation for a high-dimensional data-set. This represen-
tation should have relative Euclidean distances between the data points which preserve, as much as
possible, relative proximities between the original high dimensional data.

As described in Chapte3, if P is a set of points inn dimensions, then Multidimensional
scaling computes a poig{p) in k£ dimensions, where: >> k. A functiong is required, such that
for all pairs(p, q) of points inP, ¢ - di(g(p), g(q)) is approximately the same ds,(p, ¢) for some
scale factor. Hered, andd,, are, most commonly, both Euclidean distance functiorisamdm

dimensions respectively — that is:

d(p,q) =

Typically, multidimensional scaling is achieved by minimising a stress function for the entire
data-set. The first step is to compute the covariance matrix (X;;) where, if P = {P; : 1 <

i <n}, thenX;; = d,,(P;, Pj). Theng(p;) is computed to minimise the stress function:

whereY;; = di(g9(pi), 9(pj))-
Usually an iterative approach, such as steepest descent, is used Yo dunch thato is min-

imised. Forn data points such a method requires at I€2st?) operations per iteration to compute

the distances between each pair of points. In the data-set considered in this chapter there are in the
order of 3,000 portfolios with a data point for each of at least 12 monthly samples. Therefore, the
multidimensional-scaling approach needs to be able to scale up to around 36,000 data points with a

processing time that will allow a user to interactively explore the data-set. For such a large data-set,
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Figure 5.1: The weighting of a portfolio by market sector at one point in time. The horizontal axis is the

total value invested.

where the dimensionality of the data is significantly lower than the number of data points, it is more

practical to use a classical multidimensional scaling method based on Principal Component Analy-

sis 9]. The complexity of PCA is based on the dimensionality of the data rather than the number

of points: that isO(m? + n).

The aim of PCA is to find the axes of greatest variaqgmén€ipal componenisthrough them-

dimensional data. The data can then be projected onto the plane defined by two such axes to obtain

a two-dimensional representation which captures this variance. Of course, this does not guarantee

to minimiseo, but hopefully an adequate visualisation is obtained in reasonable time. Koren and

Carmel explore PCA based multidimensional scaling for visualising high dimensional daf#jn [

The approach used to find the principal components in thRTROLIOSPACE EXPLORER S

fairly standard. There ars: possible stocks or market sectotglifferent portfolios,t different

temporal samples for each portfolio and therefore ¢ - [ data points. The first step is to place all

of this data in ann x n-matrix A such that the columns are the dimensions and the rows are the
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Figure 5.2: The construction of the:x x n data matrixA for m market sectors andportfolios, each witht

monthly samples, whenme =t - .

weightings across market sectors whgré' | A;; = 1 for all j, see Figuré.2 The next step is to
find the covariance matrig’ of the data. This is done by translating the data so that the barycentre

of the points is at the origin:

1 n
Bij = Aij — — > Ay (5.1)
j=1

and multiplying the resulting matri® by its transpose to fingd’:

C = %BB’ (5.2)

Next, an eigen decomposition is obtained such that QAQ’ whereQ contains the eigenvec-
torsq; ., andA is a diagonal matrix of the corresponding eigenvalues. The two eigenvectors with
the largest eigenvalueg, andq, are then the principal components.

Finally, the projection can be performed to fincdndy coordinates of the data points in two

dimensions:

T; = pgqﬁ (5.3a)

Yi = D> (5.3b)

wherel <7 < n.
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5.4 Displaying temporal changes by extruding into 3D

The novel visualisation of the 2D PCA projection described above, involves extruding the data into
3D such that time is represented by & dimension. The result is a mass of “worms” crawling
through time. The direct, independent and discrete mapping of time @& ttdimension makes

this a21D visualisation as defined in Secti@rL

Each of the data points comes from one shmples, usually taken at regular intervals in time.
Each of then data points above is now assigned theoordinate such that = ¢ - (i — t/2)
wherel < i < t andc is a constant scale factor. To draw the worms, each pair of adjacent points
representing the same portfolio is connected with a line segment.

It is worth noting that in any type of multidimensional scaling the position of data points in
the reducedi-)dimensional space relative to the axes is meaningless. The important thing is that
clusters and outliers are clearly visible. In the “worm” visualisation an analyst can see how various
portfolios move in and out of clusters or towards or away from each other as time progresses. This
also allows colour and thickness of the lines to be used to display additional attributes as they change
over time.

Figure5.3 shows the essential elements of the overview visualisation when applied to a small
set of dummy data. The data-set contains three sets of holdings, including weightings for the market
index, spread across three market sectors and captured at 6 points in time. #hat i3,/ = 3
andt = 6. Coloured cones have been added, visible in the lower half of the figure. Each of these
corresponds to a market sector or dimension in the portfolio space. The cones are placed, at the
level of the lowest plane, at the position where a portfolio, fully weighted in the corresponding
sectori, would be placed. That is, theandy coordinates for the cone for sectoare exactly the
ith elements ofj; and¢ (Eq. 5.3) respectively.

For example, one of the two portfolios is fully weighted in Sector 3 in the last time sample
(note, that time increases from bottom to top as shown). Thus, its highest point lies directly above
the cone. The height of the cones corresponds to the percentage of the total holdings placed in that
market sector.

The market index is like a “hypothetical” benchmark portfolio. Market index data is just like
a portfolio in that it has weightings across stocks (and therefore market sectors) that change over
time. In the figures the market index is distinguishable from other market sectors by its blue colour

and is marked by an inverted cone above the top-most time plane.
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Figure 5.3: A visual explanation of the worm-view used in the RTFOLIOSPACE EXPLORERuUSINg a simple
three dimensional data-set.

The distances marked in Figuse3 correspond to:

(a) The difference in weighting between an actual portfolio and a hypothetical port-

folio fully weighted in a particular market sector.
(b) The difference between a portfolio and the market index.

(c) The difference between two portfolios.

Two other important attributes are captured in this figure. Cross sectional area of the worms
corresponds to total value of the portfolio, and colour is used to emphasise change in this value.
Grey is the default colour and indicates no change in value from the previous time period, but hues
can shift towards green to show increase in value or red to show decrease.

A cross-sectional view of the scene, corresponding to one time period, is captured by the small



5.4 Displaying temporal changes by extruding into 3D 103

window in the foreground. This corresponds to the cross-section at the level of the transparent blue

“water-level”, which may be repositioned or resized with the controls in the window.

5.4.1 Projection Relative to Index Data

In studying fund manager performance, it is important for an analyst to be able to determine the
extent to which the holdings of fund managers — and therefore, the fund managers’ performances
— deviate from the underlying market portfolio or index. The market index defines the universe of
stocks and industry sectors from which investors select securities and manage their portfolios, and
these index weights are determined largely as a function of the market capitalisation (or size) of a
company listed on an Exchange. The finance literature applied to portfolio management strongly
emphasises the importance of the market index in portfolio selection, and studies (such as that of
Roll [163) have identified how criticatracking erroris in portfolio risk management. Tracking
error of a fund is usually defined as the difference between fund returns (the increase in value of the
fund) and index returns. A fund is saiddat-performthe index over a period of time if it increases
in value more (or decreases in value less) than the index in that time period. It is saiddn
performif it increases in value less (or decreases in value more) than the index. Thus tracking error
is evident in the worm visualisation when a fund worm moves independently to the market index
worm.

A slight modification to the BRTFOLIOSPACE EXPLORER allows the projection to be recast
such that portfolio worms are positioned relative to the index, and tracking error is more easily seen.
For the UK market data the FTSE 350 index data across all market sectors has been obtained for
the same period. This data is then placed iman ¢ matrix F'. By subtractingF’ from them x ¢
sub-matrix ofA for each of the portfolios before calculating as in Equatiorb.1, the projection
shown in Figureb.4is obtained. In this visualisation, any movement in the fund worms indicates
potential tracking error since it indicates a change in weighting in the fund that does not occur in
the index. Actual tracking error (difference in returns between net fund value and index value) can
be emphasised by colouring the worms to show out-performance or under-performance relative to
the index for each time period, rather than total profit or loss. Note that the hypothetical portfolios,
fully weighted in the various market sectors, now also move relative to the index and thus, are no
longer shown as cones but as bendy worms. Conversely, the market index is now a straight column

centred between the sectors.
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Figure 5.4: The data-set from Figurg 3, shown with all portfolios placed relative to the market index. The
distances marked correspond to those in the previous figure.

5.4.2 User Navigation

An essential part of any 3D ((?(%D) visualisation is providing the user with the ability to freely
rotate, zoom-in or otherwise “fly” around the 3D model. When viewing a static projection of a 3D
visualisation, the user has no sense of depth and the extra dimension is wasted (sé®%ala [

the PORTFOLIOSPACE EXPLORER system this capability is provided in a fairly standard way with
mouse interaction.

However, PCA provides the ability to navigate around the data-set in fundamentally different
ways. By default, the two eigenvectors associated with the two largest eigenvalues are used to define
the projection plane. This, by definition, captures the greatest variance in the data. For example,
Figure 5.5 gives a histogram, oscree diagram30], of the eigenvalues for the components or
eigenvectors of the trivial synthetic data matrix used in Figu#e However, one can just as easily

use any pair of eigenvectors. Allowing the user to choose components directly from the scree
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Figure 5.5: A scree diagram showing the variance captured by the components of PCA for Figutsers
can select the eigenvectors defining the projection plane directly from this display.

diagram, thus changing the eigenvectors used to determine the projection plane, provides a high-
dimensional rotation which may capture different aspects of variation in the data.

A zoomed view is also easily obtained by producing another PCA projection of a subset of the
visible data. In Figuré&.12the user is in the process of performing such a zooming operation. In
the cross-section on the right hand side the analyst has selected a subset of portfolios by sweeping
out a rectangular area with the mouse. The analyst can then select a subset of the available time
samples by moving the water-level up or down, thus creating the transparent box seeﬁﬁthe
view on the left-hand side of the figure. The selected subset of the data will then be re-projected
as before and the zoomed view shown in a new window. The zoomed window is shown in Figure
5.13 Allowing the user to box a region of tm%D structure for zooming is a logical extension of
the PCA based rotation and zooming strategy give®@hfor interacting with a 2D display.

The synthetic data-set used in these examples is trivially small: three dimensions, two portfolios
and an index over six time samples. Secttondemonstrates the utility of thedRTFOLIOSPACE

ExpPLORERWoOrm view with a much larger example compiled from actual holding data.

5.5 Detailed Graph Visualisation Based View

The PORTFOLIOSPACE EXPLORER “worm” visualisation, described in Sectidh3, provides an
overview of the data-set. In order to capture broad movements across as much data as possible the

PCA-based dimensional scaling is a necessary, though severe, abstraction of the underlying detail.
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To visualise the detailed behaviour of individual fund managers as they re-balance their portfolios,
a different approach is required.

Assume that an analyst selects an individual worm from tb& P OLIOSPACE EXPLORER
overview for closer inspection. Effectively, the analyst has isolated a set of data for a single portfolio
over a number of time periods. In the UK data-set, this includes share price data and the count of
shares of a particular type held in the equity portfolio. That is, we have two matrices in which
the columns are associated with market sectors (or any other aggregation of stocks, or individual
stocks) and the rows are associated with each of the sample times (the examples shown here have
12 monthly samples). The first matriX holds share price data. When an aggregation of shares is
used this is the average unit price across the aggregate. The secondymairitains the counts of
shares held in the portfolio.

These matrices could be visualised by simple 3D area charts. For example, J-ifajshows
the share price datR, in this case the average share price for each of 50 market sectors for a
year’s worth of data. Figurg.6(b)shows the numbers of shares held in the portfolio of a particular
fund manager across the same time period. FiguBéc) charts the total value of the portfolio

across the time period, where the valuat each montlj is:
n
rj =Y PQi
%

The relatively flat curve in Figur&.6(c) shows that by re-weighting the portfolio the fund
manager has managed to even out the volatility in the share prices. Visualisations like that of Figures
5.6(a)and5.6(b) show a great deal of activity taking place. However, one must ask whether it is
possible to produce a visualisation which focuses an analyst's attention more specifically on the
fund manager’s movement between market sectors.

In [47] we proposed a graph-visualisation-based approach for the movements of fund managers
between different stocks or market sectors (in the sequel only sectors are referred to). The graph
for fund manager movement is defined@s= (V, E) consisting of a set’” of nodes representing
sectors and a sét of edges where each edge:,v) € E represents “movement” of one or more
fund managers from sectere V' to sector € V.

For the matrix@ of share counts in each sector, a graph can be constructed in which a node
represents each non-zero column. Beginning with the second row, the values in each column are

compared against that column’s value in the previous row. For each column (sector) showing a
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(a) A 3D area chart showing the fluctuations in share (b) A 3D area chart showing the changing count of
price in a particular portfolio over 12 months. Each shares in the portfolio over 12 months. The axes
of the columns is a different stock, the depth axis are as in Figur®.6(a)except the vertical axis which
is time (most recent at the front) and the vertical shows count of shares

(labelled axis) shows share price in GBP (British

Pounds Stirling).
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(c) This chart shows the net effect on the total value
of a portfolio of the share price fluctuations, shown in
Figure5.6(a) and the fund manager’s re-weighting,

shown in Figures.6(b)

Figure 5.6: Traditional chart views of fund manager holdings
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Figure 5.7: Side view of the stratified graph, clearly showing the strata.

decreased holding edges are created connecting the column to all the columns with an increased
holding. To allow the user to focus on more significant movements, they can adjust a threshold in
increase or decrease of stock price below which no edge is created. Comparison of each pair of rows
continues, creating an evolving graph (see Definitidh 1), with edges assigned to a subgraph for
each time period, until all rows have been examined.

To visualise this graph so that it is easy to see at what time different movements occurred, it
is possible to use a%D paradigm similar to that followed for the worm view. That is, the graph
drawing is extruded into the third dimension, see figlsésand5.8. The nodes become pillars
or columns parallel to the new third axis and the edges are placed perpendicular to the axis at a
level dependent on the time (matrix row) at which the movement they represent occurred. At the
bottom right of Figures.8 there is a cross-section viewer, similar to that used in the worm view.
This displays the cross-section highlighted by the transparent blue planeﬁélmwindow.

The total value of a market sector at each pointin time £,62;;) can be shown by setting the
radius of the column node representing that market sector. Clutter in the graph may be reduced by
only including nodes for which the maximum value is greater than a threshold. In other words, it

is only necessary to include market sectors which make up a significant proportion of the portfolio.
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Figure 5.8: Screen shot of the graph based detail view of one portfolio (by industry sector).

By default this is automatically calculated in the system to show the ten largest sectors, but the user
can increase or decrease this number. The changing average share price informatiBrc&oime
shown by colouring each segment of the column. As in the worm view, the hue of the columns is
greener if there is an increase in average share price from one period to the next, and redder if there
is a decrease. The default colour, light grey, means there is no change.

In the extrudeda%D view the edges can be shown as tubes or pipes between the columns. The
total value of a given movement is shown by adjusting the thickness of the edges. That is for an edge
showing a change in holding from time samplendt + 1 between nodes representing columns

andj in P and@ the radius of the edge is proportional to:

(Qigt1) — Qit) Pi1) + (Qjt — Qjce41)) Pje+1)
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Figure 5.9: PORTFOLIO COLUMNS arranged using force directed layout.

5.6 Stratified Graph Layout

In Section4.3 extensions of force-directed and hierarchical layout methods for stratified graphs are
defined. Figuré.9 shows an example of a fund-manager-movement graph arranged with a force-
directed approach. A directed-field force, as described in Se8tg, is used in addition to the

basic inter-node-repulsion and edge-attraction forces to encourage edges to point downwards. As
discussed in Sectidd.2.], this helps to show flow from net sources to net sinks.

This graph theoretic concept of flow is useful when considering layout of the portfolio move-
ment graphs in that it roughly corresponds to the flow of money between different stocks. That is,
source nodes represent stocks that are mostly being sold and sink nodes represent stocks that are
more commonly being bought.

Hierarchical layout methods, as described in Sec8chl, are also useful in showing flow,
but may not show clustering of highly coupled areas as clearly as force-directed approaches. The
relative merits of the various stratified layout methods, for visualising such fund manager movement

graphs, are discussed further in the next section.
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5.7 Results

In order to evaluate and improve the implementation of the ideas described in this chapter, the
system was shown to a number of domain experts, consisting of both professionals from industry
and finance researchers expert in fund manager performance analysis. These domain experts were
interviewed individually and were encouraged to explore the data using the tool, gathering their
feedback in the process. The example walk-through given in this section is typical of the type of
explorations of the data-set that were performed with the assistance of these experts.

As described in Sectioh.5, the interviews were structured according to an informal cognitive-
walkthrough style methodology in order to capture as much qualitative feedback as possible. The
system was presented to the interview subjects on a large, rear-projected screen supporting stereo
3D. The interviews were video recorded, and a transcription of a typical interview is given in Ap-
pendix A.

The data-set used is limited to publicly available data that is gathered from forms filled in and
submitted manually (and sometimes reluctantly) by stock issuers, according to United Kingdom
statutory requirements. Early talks with — understandably application oriented — domain experts
made it apparent that their attention was easily drawn to data-processing limitations of the tool and

the limitations of the UK data-set. For example, the data was incomplete in a number of ways:

e Reference numbers for issuers and holders were often in error, making automatic

correlation difficult.

e At best, data was limited to approximately monthly granularity, though sometimes

data for certain companies is not updated for months at a time.

e The UK reporting laws require are that only the largest holders be declared by
stock issuers. Generally, this means that only the portfolios for the largest fund

managers could be reconstructed adequately to show real trends and movement.

Nevertheless, the data-set is adequate for demonstrating the possibilities of the tool to profes-
sionals who have access to much better quality data. The quality of the data shown in the visualisa-
tion is improved by filtering obviously erroneous data. For example, holders for whom data is not
available in every month are removed, as are holdings data for stocks not in the FTSE-350 market

index. The remaining data includes 542 portfolios with weightings spread across 45 market sectors.
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Below, a step-by-step description of a typical use-case scenario is given, demonstrating all
aspects of the system in use on 12 months worth of UK stock market holdings data. This use-case
is typical of the scenarios shown to the panel of interview subjects. A number of examples of useful

observations the experts were able to make are noted.

5.7.1 Use-Case

Figure5.10is a screen-shot of the initialdRTFOLIOSPACE EXPLORERoOVerview of the 542 port-
folios that remain after the above filtering process. Twelve months worth of data from September
2001 to August 2002 (at monthly granularity) is shown. This is the starting point for the use-case,
as shown to the interview subjects. The PCA projection has been performed relative to the index, as
described in SectioB.4.1 Therefore, the index is a partially obscured, straight blue column in the
centre, marked by a large inverted cone. Some additional user interface features are shown in this
figure that were not described previously. These include a list of sectors down the left hand side of
the screen, where the coloured bands indicate the mapping to the sector markers in the 3D window
and the widths of these bands indicate the total capitalisation of the sectors within the holdings data
shown. Similar displays are also available from the tabs in the top left corner, that give a break down
of the total value by portfolio (fund manager) or month. Another feature is a custom zoom control:
the slider across the bottom of the screen allows the user to magnify the two projected dimensions
independently from the third, time dimension.

Already, we can begin to learn about the data. Some initial observations noted by the interview

subjects include:

Clustering — The majority of the portfolios, especially the high valued portfolios
represented by relatively fat worms, are clustered in a tight bunch around
the index. This makes sense since most fund managers, particularly those
managing large, high value funds, should be attempting to either track the
index’s performance (so called “index funds”) or else maintain weights within

a specific range from this benchmark (“active funds”).

Variance — Most of the variance seems to be captured by the first component
which is projected horizontally in both the cross-section view and the main
3D window. This observation is born out by the scree diagram shown in

Figure5.11, clearly the first component captures twice as much variance as
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Figure 5.10: A PORTFOLIOSPACE EXPLORER visualisation of the weightings of 542 portfolios across 45

market sectors.
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Sector Variance — The placement of the sector markers also gives us feedback

about the spread of the variance. Most of the sector markers lie along the prin-

cipal component indicating some correlation amongst those sectors. How-

ever, there are several distinctly outlying sectors. In the bottom right corner

— that is, closest to the camera — the top of the marker corresponding to

the “Electronic and Electrical Equipment” sector can be seen. Closer inspec-

tion, involving flying around the scene a little, reveals four more sectors lying

distinctly away from the main axis of variance: these are “aerospace and de-

fence”,

beverages

steel and other metals” and “health”. Feedback from

the panel has confirmed that these are volatile sectors for the UK market,

whereblue-chipstocks are mostly in the financial services area.
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Figure 5.11: A scree diagram showing the variance across components fordh&F®LIOSPACE EX-
PLORERVisualisation in Figur&.10

Outliers — On the fringes of the view, the outliers tend to show extremely chaotic
behaviour. The small diameter of these worms indicates that they are rela-
tively low-valued portfolios. Closer inspection of these outlying portfolios
reveals that they are generally weighted in only one or two sectors. This may
be indicative of a specialised type of portfolio or possibly incompleteness in

the UK data.

Volatility — The unigue aspect of thiz%D visualisation is that it captures variance
of the high-dimensional data across time. One example of the types of pattern
that this allows us to see is again apparent in the thinner, lower valued funds.
Specifically, compared to the fatter, higher valued funds they are much more
chaotic or volatile. Again, explanations could be that the smaller funds are
more specialised in particular industries, or that the data for these funds is

incomplete.

The attention of the interview subjects is typically drawn to the central cluster of larger funds
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Figure 5.12: A screenshot showing the process of zooming into the cluster identified in Fdiie

closer to the market index. Therefore, this is a good place to probe more deeply. InEig@re
the operator has swept out a region in the slice view and then extruded that region out over the
whole twelve month period producing the transparent pink box identifying the zooming range. The
zoomed view showing only the 184 portfolios that do not stray outside of this region is shown in
Figure5.13

Again, there are some interesting observations to note in ¢®rPOLIOSPACE EXPLORER

visualisation of the 184 portfolios that were isolated in the zooming operation.

Better distribution of variance across sectors— In this scene there seems to be a
better spread in all directions of the sector indicators in Figut8compared
to Figure5.1Q This makes sense since one would expect the group of larger

funds selected to be more evenly weighted across all major sectors.

Movement relative to index — In the magnified view shown in Figuie 14 it is
possible to see that many portfolios seem to move together at particular points

in time. This may indicate significant movement in the market — movement
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Figure 5.13: The result of zooming the region selected in Fighre2

that is difficult for the fund managers to track — or significant economic

events triggering bullish or bearish behaviour.

In Figure5.140ne portfolio literally stands out from the crowd. The “INVESCO Asset Mgmt”
portfolio is a fairly fat portfolio that stands a little in the foreground compared to the main cluster
of portfolios that lie closer to the axis of greatest variance. This portfolio has been selected by the
operator for closer inspection (the operator simply selects the portfolio with the mouse pointer and
an inverted cone appears, marking the top of the portfolio).

In Section5.5two methods for visualising the detailed movement within a single portfolio are
considered: with more conventional charting techniques; or Withzgfe graph-based ®rRTFO-

LIO COLUMNS view. The RORTFOLIOSPACE EXPLORER system allows the analyst to generate
both styles of visualisation. Figurg15shows area charts generated by treRPFOLIOSPACE
ExPLORER system for both the INVESCO portfolio and the FTSE350 index. These chart views
include a degree of interaction. For example, the user can directly select a particular sector curve

and the total value at which this sector intersects the (moveable) transparent blue plane is displayed
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Figure 5.14: A magnified view showing detail around the index from Figbr&3

above the figure. In the Figui15the user is examining the value of the “Venture and Develop-
ment Capital” sector in November 2001 in both the index and the INVESCO portfolio. From these
charts the user can deduce that the reason that the INVESCO portfolio was separated from the main
cluster around the index in thedRTFOLIOSPACE EXPLOREROVerview, is that the INVESCO fund
dramatically increases its holding in the “Venture and Development Capital” and “General Retail-
ers” sectors over the twelve month period in question.

The alternative BRTFOLIO COLUMNS view proposed in Sectiob.5for the INVESCO portfo-
lio is shown in Figure5.16 The total-value by sector information that was the subject of the area
chart from Figureb.15(a)is still visible in the widths of the columns. For example, the two larger
sectors, noted above, still stand out as being fatter columns. However, the additional movement

information indicated by the arrows gives us some richer feedback. For example:

Periods of greater movement— Turning the columns side on, as in Fig&-é6(b)



118 Fund Manager Movement

200111 21
Venture & Deye
35000000 6494285 o

lopment Capitg|

30000000

25000000

20000000

15000000

10000000

5000000

ueder

QLY Uy

sewedwon 1B|Ewg
SaNgoLoYNY,

1B18uBS - 3

13Ua9) - leuoheuiaiu)
UMADIE) 2| - |Euc1|_)emalu||

(a) INVESCO Asset Mgmt

30000000
25000000
20000000
15000000

10000000

5000000

|

2j218T jEay)

2oueInssy 2417
aouBUIH 12430 ' AMel1oads

JepndwioD » eIemyos

e ABGIOULDS | LOREULION]
EL

(b) FTSE350 Index

Figure 5.15: Area charts generated by the RTFOLIOSPACE EXPLORERSYstem to show the detailed move-
ments within individual portfolios.
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(a) viewed from above (b) from the side

Figure 5.16: A PORTFOLIO COLUMNS visualisation of detailed movement within the INVESCO portfolio

shows that there are three periods of significant movement, one in the early

months, and two in the last months.

Net sources and sinks— In general, the Sugiyama layout style places net sources
of edges closer to the top of the plane and net sinks nearer the bottom. This is
also visible generally in Figurg. 16 and, as a specific example, Figir&7is
a close-up showing more clearly that the banking sector is a significant source

of movement in the ninth month.

Relationship between stock price volatility and movement— In Figure5.17 it
is evident that most of the movement seems to be concentrated around the
most volatile stocks. That is, most of the edges are associated with brightly
coloured column segments. This sort of behaviour seems consistent with the

way that one would expect fund managers to behave in managing a portfolio,
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but the fact it is evident from the visualisation is a reassuring confirmation

that the visualisation reflects reality.

5.7.2 Further Feedback

Below, some of the feedback from the interview panel which led to improvements in the tool or

which will require further investigation in future, is noted.

Clarifying dimensional scaling — The domain experts, perhaps because of their
familiarity with traditonal charts and plots, had particular trouble understand-
ing the concept of multidimensional scaling. They almost always asked ques-
tions such as, “What do the andy axes mean?”. It required the domain
experts to make a certain “leap of faith” to accept that points that are close
together in the projected view correspond to similarly weighted portfolios.
Placing the coloured sector markers in the projected view helped crystalise
this meaning for the users. Also, projecting relative to the market index
helped them make the “leap of faith”; perhaps this was because the straight
column representing the market index gave them an understandable reference

point in the unfamiliar space.

Performance relative to market index — This factor, as described in Sectibrt. ],

was key for the domain experts, and became a central design concern.

Performance based on returns— One comment that was almost universal amongst
interview subjects was that an analyst needs to be able to visualise a portfo-
lio based on returns as well as in absolute terms. That is, currently in the
PORTFOLIOSPACE EXPLORERthe worms are coloured based on increase or
decrease in portfolio value. Instead, they could be coloured black if they have
matched the performance of the index, green if they have increased in value
more than the index, or red otherwise. Although this is a fairly simple change,
the lesson is that the interface needs to provide a lot of flexibility in how data

is mapped to visual attributes.

Flow versus clustering — In the detailed BRTFOLIO COLUMNS view most inter-

view subjects preferred the hierarchical (Sugiyama) style layout to the force-
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Figure 5.17: A close up showing the movement out of the banking sector in the INVESCO portfolio. The
cross-section from the highlighted level is also shown.
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directed style, although they could see merit to allowing the user to choose
the layout style based on whether they are looking for flow or clustering in

the graph.

5.8 Conclusion and Further Work

Two Q%D visualisations for fund manager movement data are demonstrated. These may be cou-
pled to provide an holistic, overview and detail systeriThe first visualisation, the PCA based
PORTFOLIOSPACE-EXPLORERView, compresses a great deal of information about the entire data-
set into a single scene and takes advantage of the speed and flexibility of PCA to allow a user to
focus quickly on smaller regions of detail. The second visualisation paradigm, the graph based
PORTFOLIO COLUMNS view, brings together the most important information from all three charts
illustrated in Figure$.1, 5.6(a)and5.6(b)into a single visualisation and draws an analysts atten-
tion to the features in which they are most interested. Particularly, it allows an analyst to directly
see the correlation (if any) between stock price and a fund manager’s behaviour in re-weighting the
portfolio.

A broad overview and definition of these two paradigms is provided. A concrete prototype
system has been developed and evaluated with domain experts. This chapter describes some en-
hancements made to this system based on this feedback.

Finally, since the paradigms proposed should be applicable to any high-dimensional, multivari-

ate data-set, it is hoped that in future their utility can be tested in other application domains.

'More information on the implementation of this system is given in Appendix B









CHAPTER 6

Metabolic Pathways

“Vision is the art of seeing things invisible.” — Jonathan Swift, 1667-1745

This chapter presents the second case study using the two-and-a-half dimensional, stratified graph
visualisation paradigm. Some applications are proposed involving the visualisation of metabolic
pathways using th?%D graph visualisation techniques introduced in Chatéyil the applications
discussed are based on a graph model for metabolic pathways described in &dction

The first applicatioh (Section6.2) involves visualising experimental data in the context of the
underlying metabolic processes. A 2D layout is found for the metabolic pathway being studied in
the experiment and this representation is then extruded into the third dimension to show changes
in experimental data over time. This is a fairly straightforward adaptation of the stratified graph
visualisation techniques previously discussed in Chdpter visualising changes in fund manager
holdings over time.

The second applicatiér{Section6.3) is a method for visualising a set of related metabolic path-
ways across organisms usiﬁQD graph visualisation. Interdependent, 2D layouts of each pathway
are stacked on top of each other so that biologists get a full picture of subtle and significant differ-
ences among the pathways. The (dis)similarities between pathways are expressed by the Hamming
distances of the underlying graphs which are used to compute a stacking order for the pathways.

Finally, Sectiorb.4discusses interaction methods allowing users to explore the set of metabolic
pathways being studiéd Specifically, a prototype is demonstrated farardinated visual trian-
gulation system in which th@%D view of the set of pathways, and the cross-section view of an
individual pathway, are complemented by a view of the phylogenetic tree showing the relationships

between the organisms to which the pathways belong.

IWork completed in conjunction with Schreiber and Rolletschek and publishé&d]in [
2Work completed in conjunction with Brandes and Schreiber and publishd®,ing].
3Work completed in conjunction with Brandes and Schreiber and publishdd]in [
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Sectionl.4.2gives a broad introduction to metabolic pathways and current methods for visu-
alising them. This chapter begins by giving a more precise model for a metabolic pathway and a

more in-depth survey of the visualisations that are most relevant to the work contributed here.

6.1 Representation of Metabolic Networks

In Section6.1.1a graph-based model for metabolic pathways is given. The problem of automat-
ically visualising these structures can then be formulated as a graph drawing problem, which is

discussed in more detail in Sectiéril.2

6.1.1 A Graph Model for Metabolic Pathways

From a formal point of view, a metabolic pathway is a hyper-graph (see S&:tipnThe nodes
represent the metabolites and the hyper-edges represent the reactions. Each hyper-edge connects
all metabolites of a reaction, directed from reactants to products and is labelled with the enzymes
that catalyse the reaction. As described in Sec8dn such hyper-graphs can be represented by
bipartite graphs, and this is often applied to modelling metabolic pathways. For example, Hofestadt

et al. P5] and Reddy et al.]55 offer bipartite models for simulations of metabolic pathways. In
bipartite models of metabolic pathways the reactions themselves are nodes, and edges are binary
relations connecting metabolites of reactions with reaction nodes. An illustration of these two
models is given in Figuré.2 For the applications discussed in this chapter the following bipartite

definition is used as the underlying model:

Definition 6.1.1 A metabolic pathway is a directed bipartite gragh= (V4, V5, E') with nodes
u,w € Vp representing metabolites, nodese V; representing reactions and pairs of directed
edges(u,v), (v,w) € E representing reactions converting metabolitéo metabolitew. A bidi-
rectional reactionv € V; between two metabolites w € V; is represented as a pair of edges both

outgoing fromw, i.e. (v, u), (v,w) € E.

However, when visualising the graphs it is not always necessary to show reaction nodes. In

some of the images a reaction between two metabolites is simply drawn as an edge.
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Figure 6.1: A metabolic pathway, drawn using thedPATH system. Courtesy Falk Schreiber.

Figure 6.2: This picture shows: top - a directed hyper-graph representation of the metabolic pathway of
Figure6.1; bottom - a bipartite graph representation of the same pathway. Courtesy Falk Schreiber.

6.1.2 Graph Drawing for Metabolic Pathways

Three structural characteristics of metabolic pathways are particularly relevant for visualisation.

They are typically:

Small in size — textbook pathways usually consist of less than two-dozen reac-

tions.
Sparse — because most substances are involved in only a few reactions.

Directed — reaction edges are directed from reactants to products, though they

may be bi-directional.
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Have few cycles— due to a dominant direction of most reactions. However, a
small number of cyclic pathways do exist such as the well-known citrate cy-

cle.

Force-directed methods (see SectbB.]) can provide reasonable arrangements of metabolic
pathway graphs, for examplé11, 12, 174. However, the structural characteristics of metabolic
networks make them particularly amenable to hierarchical graph drawing methods (see Section
3.2.]). For example systems such asoBIINER [174] and BIOPATH [169 include special ex-
tensions exploiting these structural characteristics to produce high quality drawings of metabolic
pathways. That is, they handle (for example) highly variable node sizes, sparse pathways, and the
occasional cycles that appear in metabolic pathways.

This chapter applies the hierarchical layout method modified%@ visualisation as described
in Section4.3.2and examines various methods for mapping metabolic pathway elements into the
third dimension. Although the stratified hierarchical layout method has not been specifically mod-
ified for metabolic pathways, any of the specialised techniques described above, would also be

applicable in finding a 2D layout for the union-graph.

6.1.3 Metabolic pathway data

The sources of the metabolic pathway data used in the applications in this chapter are the KEGG LIG-
AND database§4] and the BoPATH system §9]. The KEGG LIGAND database contains a
number of small pathways related to specific processes. To build larger networks of interest to the

biologists involved in this work, two steps were applied:

1. The data from these databases was transformed into graphs and stored as GML
files. GML (Graph Modeling Language) is a widely used and easily extensible
exchange format for graph84, 93]. Several smaller networks were merged into

one large network of metabolic reactions.

2. For the application involving experimental data (Secto®, the relevant partial
network was identified. This network is defined by the metabolites for which ex-

perimental data exists and the main connections between these metabolites.

A difficulty in using these online metabolic databases is that, due to the rapid development of the
field and the difficulty in maintaining the databases, the data is often of poor quality. For example,

in preparing the metabolic pathway graphs the following issues were encountered:
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e The merging of data from different sources introduced inconsistencies into the

network such as different names for the same metabolite.

e In corroborating the data with experts, species specific physiological aspects were
found that are not correctly represented in the above-mentioned general metabolic

pathway databases.

These problems had to be resolved by labouriously editing the files. Wittig &xC4l. igh-
light the need for better quality online metabolic pathway databases. In future, metabolic pathway
visualisation tools, such as those presented in this chapter, may prove useful in exploring these

databases simply to find and correct such erroneous data.

6.2 Representing Experimental Biological Data in Metabolic Networks

Sectionsl.4.2and6.1 gave an introduction to metabolic pathways and current methods for visual-
ising these pathways. Consideration is now given to the problem of overlaying these visualisations
with data such that they can convey quantitative information about the functionality of the pathways.
This problem was tackled with assistance from scientists at the IPK crop plant research centre in
Gatersleben, Germany. For these scientists, measuring the amount of metabolites consumed in var-
ious metabolic processes is crucial to learning about how a plant’'s genes affect metabolic function.
This field is known aplant functional genomics

To analyse major metabolites of a primary metabolism (e.g. sugars, sugar alcohols, amino acids,
intermediates of glycolysis and the citrate cycle, nucleotides and their sugars) enzymatic and chro-
matographic methods are widely used, and have been available for some time. However, more
recently, new tools for metabolic profiling have become available. For exampl27,i6%, 167
mass spectroscopy is coupled to liquid and gas chromatography. Such technigues mean that more
guantitative data, showing the function of metabolites in various processes, is available than ever
before. Hence, the problem of trying assimilate this new data into the expanding body of knowledge
about the metabolic networks is becoming more complex.

To visualise experimental data several standard methods are regularly used, for example: dis-
playing data in tables, histograms and line-graphs. A typical example of traditional visualisation
techniques applied to metabolic data is shown in Figure Also, new approaches have been de-

veloped such as visualisation of gene expression micro-array gédh [Comparison of single
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metabolites may give a detailed view of individual aspects. However, to recognise causal relation-
ships within the metabolic network the researcher must mentally map experimental data back to
positions of metabolites in the pathway network. To represent the data within this network directly
more sophisticated methods are necessary.

In [144] the metabolic pathway diagrams of the KEGG system (see Setuop were linked
to the EXPRESSION database for integration with DNA micro-array data. Wolf e2@# [ise
manually prepared visualisations of metabolic pathways from KEGG and in-house sources, and
display protein and mRNA expression data in these diagrams such that colours indicate the relative
change in expression level and reproducibility. However, as discussed in Séetigmrmanually
arranged pathway visualisation has several drawbacks which negatively impact on this particular
application.

In this work automatic network visualisation is combined with mapping of experimental data
— especially time-series data about metabolites — using a stratified graph visualisation approach.
The goal is to show how changes over time in metabolite data fit into the network.

This novel approach allows an easy visual analysis of processes in organisms and may assist
users in the analysis of large data sets from biological experiments. This section is structured as
follows: Section6.2.1 describes how the experimental data is mapped onto metabolic pathway
graphs; Sectiol.2.2deals with the novel visualisation method and some implementation aspects;
finally, in Section6.2.3the approach is used for the visual analysis of experimental data from the

seed development of barley.

6.2.1 Data from Biological Experiments

Starting with the metabolic pathway graph of interest as a GML file, experimental data can be
added to the metabolites and reactions. A GML file consists of a hierarchical key-value list: a key

is a sequence of alphanumeric characters @aph , id ), and a value is a string, an integer, a
floating-point number, or a list of key-value pairs. Using GML it is possible to attach additional
information to every object. For example, if such information exists for a specific metabolite (the
metabolite was measured and quantified over several days), its corresponding node is assigned the
data about the measured amount on the different days. Quantitative time-series data associated with
specific reactions may be similarly associated with edges. An example of a GML file representing

a network and additional time-series data is shown in Figuse
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graph [
node [
id 1
label "Sucrose"
experimental_data [
day "day 0"
value 1534
day "day 2"
value 2801
day "day 4"
value 2914
1
]
node [
id 2
label "Fructose"
experimental_data [
day "day 0"
value 2341
day "day 2"
value 2894
day "day 4"
value 2786
|
]
edge [
id 1
label "
experimental_data [
day "day 0"
value 54

o
]
1

Figure 6.3: An example of a GML file incorporating experimental data.

6.2.2 Visualisation method

The focus for this section is to visualise the structure of a metabolic network as well as showing the
amounts of metabolites and the flow within the network as they change over time. That is, the third
dimension is now mapped to the ordinal variable of time.

The visualisation shown in Figu&5 was produced using the MMA ScopPe3D graph visu-
alisation tool as described in Sectidr8 and Appendix B. In this visualisation each level or slice
in the Q%D structure corresponds to sample data taken on a particular day, with the oldest data
(day 0) on the bottom slice and the most recent (day 20) at the top. The small window floating
before the WLMA Scopewindow in Figure6.5 shows a cross-section through the lowest slice of
the stack and corresponds with the semi-transparent blue plane that can be se@gm e,
This “water-level” can be moved up or down to highlight an individual cross section of the graph.
Cross-sections allow the user to clearly see the amount of each metabolite present at a particular

point in time, while the23D view shows an overview of the whole time series.
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Figure 6.4: The metabolic network for the experimental data described. Different colours are used to distin-
guish different pathways in the network such as glycolysis and TCA cycle.
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Figure 6.5: A screenshot of the WMA SCOPE system examining a%D visualisation of the metabolic
network from Figures.4

Each metabolite can be shown as a histogram giving the measured values at each point in time.
Where time-series data for a particular metabolite is not available, or is not interesting to the user,
the metabolite is shown as a narrow column. Figbu@shows two possible%D representations
for a single metabolite node with associated time-series data. Each section represents the measured
value of the metabolite on a particular day. In the representation shown in Fidifeg a square-
root scale is used to determine the radius such that the cross-sectional area of the disc is directly
proportional to the amount of the metabolite. In the histogram-like representation of Big(iog
a log scale is used to better fit the bars into the space available. Note that the transparent pink box
makes it easy to compare each bar against the maximum value, or another benchmark such as the
median or mean value.

Figure 5 shows the complete network using the disc representation. Static screen shots of
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faAcizle
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(a) The cross-sectional area of each disc in the stack (b) A more conventional histogram style representa-

represents the amount of metabolite present in one tion using a log scale for the width of each bar to

day’s sample show the amount of metabolite present. The trans-
parent bounding box allows for easy comparison of
each bar to the maximum value.

Figure 6.6: Two possible 3D representations for the lactate metabolite nhode from Fglsbowing quan-
tities in the time-series data.

perspective projections of 3D models are less effective at conveying 3D structure than interactive
visualisations. Figure 6 shows the network projected in parallel from several different angles to
better display the strata in tIﬂ%D structure.

The diameter and colour of the reaction edges can also give an indication of flow given by
the activity and quantity of enzymes (this could, for example, be derived from expression data).
Note that in the application example (Secti®2.3 at the time of writing such information is not
yet available from the experiments of the biochemists involved in this work. Therefore, in the
visualisation the value represented by edge widths is an estimate of flow based on the quantity of
source and sink metabolite. It is shown here purely to illustrate the potential of the visualisation

paradigm.
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Figure 6.7: A typical chart of time-series data showing the metabolite 3PGA at several days post anthesis
(DPA). Courtesy Hardy Rolletschek.

6.2.3 Application Example
Metabolic Data

The quantitative experimental data used in these visualisations was provided by biologists at the
IPK Crop Plant Research centre. To investigate the metabolic processes of bamdgum vul-

gare) seeds (ocaryopsekin different stages of development, the biologists use mass spectroscopy,
coupled to liquid and gas chromatography techniques, to measure the amount of metabolites present
at different days in the maturation process. To do this, they harvest a sample of seeds and measure
the metabolites present every second day over a growth period of about 20 days. About 70 metabo-
lites were measured and quantified. A typical example of this time-series data, and the conventional

visualisation method used by biologists to study it, is given in Figure

Visual Analysis of the Experimental Data

Two different node-scaling methods were used for analysing experimental data in the context of
metabolic networks. The different approaches suit slightly different types of analysis.

In the first approach, node size was normalised such that the maximum width of the node for
each metabolite was the same across all metabolite nodes. Thus, the size of the node on a particular
stratum indicates the amount, as a percentage of the maximal value, of a specific metabolite on a
specific day. This approach emphasises the relative change of metabolites over time and the relative
flow through the network. An example of this visualisation style is given in Figut@

In the second approach, the sizes of nodes corresponded directly to the absolute amount of the



136 Metabolic Pathways

corresponding metabolites. This allows the analyst to study the absolute ratio of different metabo-
lites involved in different parts of the pathway. An absolute node size example is shown in Fig-

ure6.11

6.3 Comparison of Related Metabolic Pathways

The evolutionary relationships among species are usually computed by phylogenetic analysis of
protein or DNA sequences. This analysis results in a phylogenetic tree where nodes represent
species and edges represent ancestry relationships. More recent methods have been based on com-
paring higher-level functional components such as metabolic pathw8y$5 185. This section
demonstrates an approach for visualising several related metabolic pathways in such a way that the
inherent differences can be explored by trained biologists in order to understand the evolutionary
relationships among species.

Metabolic pathways differ across organisms because different species may, for example, have
developed different ways to synthesise a specific substance. Studies suggest significant variations
even in the most central pathways suclylysolysig37]. Comparative analysis of pathways across

species has several applications:
e Understanding the evolutionary relationships between species.
e Development of species-specific drug targets (e.g. antibiotics).
o Identification of previously unknown parts of pathways in a species.

This Section proposes visualising sets of related pathwa@é[m That is, interdependent, 2D,
layered layouts for all pathways are produced and stacked into the third dimension so that the most
similar pathways are adjacent.

To realise such a design, a new stratified graph issue needs to be addressed. That is, it is
necessary to determine a suitable ordering to reduce the variation between consecutive pathways.
Existing distance measures — based on a-priori knowledge about the pathways — could be used
to compute such an ordering. However, a new measure for graph pathway similarity is introduced
here, which only depends on the structure of the pathway graph.

This section is organised as follows. SectfoB.1defines the method used to measure similarity

between pathways. The visualisation design is specified in Se&toh Section6.3.3addresses
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Figure 6.8: A view of the21D visualisation of the network using the “disc” representation for the metabo-
lites.
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Figure 6.9: Three parallel projected views of the network, viewed from three different orientations to give
the reader a better understanding ofi@@ stacking method. W.mMA ScopPEallows interactive navigation
to explore the stacked network from all directions

the problem of finding a stacking order for the set of pathways based on the similarity measure used.

To demonstrate the utility of the method it is applied to typical real-world data in Seg:tiof

6.3.1 Similarity measures

Several similarity measures have been introduced to compare pathways. They are characterised by
the combination of structural information about metabolic networks with additional data, such as
sequence informatiorB], the enzyme classification hierarcty8H, or information about the hier-
archical clustering of reactions into pathwa$&¥%]. All these similarity measures require additional
information to the metabolic network, for example, the genome sequence of the organisms.

A more general measure is suggested for reaction or pathway similarity, which only depends on
the structure of the graph, that is, on the presence or absence of nodes and edges. This facilitates
comparison of metabolic pathways from different sources (databases or experiments) even if no

additional data is available or the pathway boundaries are user-defined. Note that, in general, the
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Figure 6.10: Detail of the neighbourhood around sucrose using the fixed node width style.

sucrose

glucose

UDP-glicos)

gluoose-G-P.

Figure 6.11: The sub-network from Figuré.10shown with absolute node size.
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visualisation method is independent of the similarity measure which is only used to compute the

order of the stacking.

Formalisation

Recall from Definitior6.1.1, the bipartite definition of a metabolic pathway gragh,= (Ui, Uz, E).
The similarity measure that follows does not distinguish between a metaboliteunogd/; and

a reaction nodei, € U,. In the sequel, therefore, a non-bipartite definition is considered for a
pathway graplG = (V, E) whereV = U; U U,. G is a labelled graph in the sense that each node
v € V represents either a distinct substance or reaction.

The goal is to visualise a set of graphs that represent related pathways:

{G1=(V1,E1),Gy = (Va, Es),...,G.(V,, E})}

To express the dissimilarity of two pathwayt = (V;, E;), G; = (V}, E;) the following

measure is used. Consider tir@on graph

G=(V,E), where V=|JVi and E=[]JE;
=1 i=1

and a set of relevant elemen®s C (V' U E). Many metrics exist for measuring the difference
between two labelled graphddamming distancés traditionally used in information theory to
measure the number of bits that differ between two binary strings. Different definitions of the
Hamming distance between two graphs exist. A Hamming distance between two gfaghs

1 <i,5 < r,is defined as the cardinality of the symmetric difference of relevant elements present

in either graph. That is:

5p(G1,Gy) = (Vi U E)AV; U E;) N P)|.

Thus, dissimilarity can be defined in terms of missing edges, nodes, or both, by chébsing
accordingly. FurtherP could be selected to define regions of interest or specific views of the
pathway such as the enzyme graph model usetl4f] jvhere enzymes are the nodes of the hyper-

graph and substances are the hyper-edges.
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6.3.2 Visualising Similar Networks

There are two common approaches to comparing pathways in different species visually. One can
either combine all pathways into one diagram or a separate drawing can be produced for each
species.

The first method is used in many textbooks; on Biechemical Pathwayposter [L36]; and
in systems such asiBMINER [174] and BIOPATH [69]. In general, the drawings contain either
multiple (parallel) reaction-edges or single ones which are colour-coded depending on the occur-
rence of a reaction in a set of species. An example for the second approach is the visual interface
of the KEGG databasd (0 where all enzymes found in the gene catalog of a specific species are
marked in the reference pathway map in order to identify the species-specific pathways. To compare
pathways in- different speciesy diagrams are needed. A visual comparison method producing a
diagram for each species is presented by Schreibdr7d.[

These solutions are restricted to the comparison of only a few pathways, because either (in
the first approach) the readability of the diagram decreases or (in the second approach) the size of
the picture increases dramatically with each new pathway; see Fégl@eFurthermore, none of
the above mentioned methods deal with the problem of computing an appropriate ordering of the

pathways.

6.3.3 Stacking Order

Let{G1 = (V1, E1), G2 = (Va, E2),...,G-(V,, E;)} be a set of pathway graphs, a@d= (V, E)

their union graph. LeP C (V U E) be a set of relevant elements. When producing a stratified
2%D visualisation of this set of graphs by stacking them into the third dimension, where there is no
obvious predefined ordering of the pathways, we are free to choose a stacking order. Since the aim
here is to allow biologists to compare pathway graphs, an ordering is chosen that supports visual
understanding of the similarities between the graphs. A logical ordering, therefore, would place

similar pathway graphs adjacent to one another with the following objectives:

Objective 1 — the distance between two pathway graphs in the stack provides a
visual cue as to the difference, in terms of missing elements, between the two

graphs;

Objective 2 — by finding a stacking order that maximises the number of times
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Figure 6.12: Visual comparison of metabolic pathways, courtesy Falk Schrelt¥&}.[

each element appears in consecutive graphs, the analyst's attention is focused

on elements that are unique to each graph.

Therefore generally, it is desirable to order these graphs so that those which are similar with
respect to Hamming distance, are close to each other. Variations of this problem arise in many
applications and two of them are especially relevant in the context of this work. The first is slightly

more related to Objective 1 and the second is more related to Objective 2.

Problem 6.3.1 (MIN SUM GRAPH STACKING) Find the stacking order where the total ham-

ming distance between all adjacent graphs is minimal:

INSTANCE: A set of graphdG1, Go,...,G,} and a permutation of this set=
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(01,09,...,00).
QUESTION: Find ¢ such that:

r—1

Z 6P(G0'i’ GUi+1)

i=1
iSs minimised.

Murgai et al. L43 consider the closely related problem of ordering binary strings such that
there is minimal Hamming distance between adjacent strings. In the context of transmitting data
words over a bus where order of the words is irrelevant, such a minimum transition ordering reduces
power usage. A less restricted version (with an arbitrary distance matrix) is considered by Keim
in [114], where the goal is to order the axes in parallel coordinates visualisations such that the

positions of data tuples on adjacent axes are as similar as possible.
Theorem 6.3.2 MIN SUM GRAPH STACKING i&/P-hard.

Proof Straightforward reduction from HAMMING DISTANCE TSP (Travelling Salesman Prob-

lem).

Alizadeh et al. B] discuss HAMMING DISTANCE TSP further with respect to ordering the
rows of binary matrices such that adjacent rows have minimal Hamming distance. Equivalence of
MIN SUM GRAPH STACKING to the TSP is easy to see. Essentially, each city in the TSP is a
graph. The distance between cities is the Hamming distance metric. A tour of all cities, visiting
each precisely once, corresponds to stacking order for the graphs.

Objective 2 is to maximise the number of consecutive graphs in which particular elements are
present. For a permutation = (o4,...,0,), thelifetime of an elemenp € P is defined to be
As(p) ={1<i<r:peG,} Anelemenp € P is calledpersistentif its lifetime spans the
entire interval( 1, . . ., r}, andtransientotherwise. The number appearanceanddisappearances

of p € P are defined by

as(p) =H1<i<r:peG, \Gs_,}| and

dU(p) = |{1 < i< pe GU«; \GU¢+1H'
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Note that persistent elements make no appearances or disappearances.

Corollary 6.3.3 MIN SUM GRAPH STACKING is equivalent to minimising

> (ao(p) + do(p)) -

peP

A related alternative objective, which is more highly motivated by Objective (2) than Objective

(1), is therefore:

Problem 6.3.4 (MIN INTERVAL GRAPH STACKING) minimise the maximum number of times

an element appears or disappears in an ordering:

INSTANCE: A set of graphdG1, Go, ..., G, } and a permutation of this set=

(01,02,...,07).

QUESTION: Find ¢ such that:

max{aq(p),ds(p)}

peP
iS minimum.

This problem is a generalisation of tbensecutive ones propertyhis is apparent if a matrix/
is defined with columns for each elementc P (P = {p1, p2,...,pn}) and a row for each graph
G;. Seteach entry/;; to 1 if the elemenp; exists inG'; and to 0 otherwise. Thie-consecutive ones
property holds for &0, 1) matrix if there exists a row order such that in each column the occurrences
of all ones appear in at moktconsecutive blocks. Since,jfe P is transientmax{a,(p), d»(p)}
is the number of lifetime intervals (and zero otherwise). The problem then is to find the srhallest

for which thek-consecutive ones property holds. This problem has the following complexity status.

Theorem 6.3.5MIN INTERVAL GRAPH STACKING & P-hard, but it can be determined in
linear time* whether there is an ordering such that each relevant element appears or disappears at

most once: that is, the-consecutive ones property where= 1.

“Time complexity of testing for the consecutive ones property with PQ-tre@§ i8] + +m) wherer is the number
of pathway graphs (or rows in matrix/) andm is the total number of times each elemenfiris present in all graphs
(or the number of non-zero entries ).
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Proof Goldberg et al. §2] give a proof of NV’P-completeness with discussion related to the
consecutive ones problem for assembling fragments of DNA. Since the restricted problem corre-

sponds exactly to the consecutive ones property, it is linear-time solvable using PQ8lees [

Since optimisation problems similar to MIN SUM GRAPH STACKING and MIN INTERVAL
GRAPH STACKING arise in many contexts, a variety of algorithms is available to determine an or-
dering. For MIN SUM GRAPH STACKING, for instance, heuristics for the TSP are easily adapted
to yield good orderings. Other alternatives include a simple greedy heuristic that successively in-
serts a new element where it causes the smallest increase of the objective (this method is claimed
to perform well for instances in data transmissi@AJ). Also, a one-dimensional projection of the
distance matrix obtained by principal component analysis can provide a reasonable solution. Note
that this process is similar to the 2D PCA projection of a distance matrix discussed in Chapter

but projecting onto only one eigenvector rather than two.

6.3.4 Application Examples

The utility of this approach is demonstrated on two sets of pathways extracted from the KEGG
database. Both examples include detail of the Hamming distance calculation and the MIN SUM

GRAPH STACKING, the second example shows some additional graphical features.

Example 1

The first data-set consists of parts of tflgcolysisandfructose/mannosmetabolism pathways in
seven organisms that show significant differences.

Table6.1 gives Hamming distances between these pathways with all elerReatyV U E)
considered relevant. The order in which the organisms are listed is optimal with respect to MIN
SUM GRAPH STACKING and was computed by enumeration.

Using the adapted version of thet program described in Secti@gn3.2 a layout of the union
graph of these seven pathways was computed. The resulting individual layouts are shown in Fig-
ure6.13

TheQ%D representations shown in Figuréd and6.12have been created with the WA S-
coPE3D graph visualisation system. Edge appearances and disappearances are colour-highlighted
using green and red, respectively. By moving a semi-transparent plane through the image, users can

navigate forward and backward in the similarity-ordered sequence of pathways.
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Figure 6.13: Layouts of individual pathways obtained from a union graph layout in the computed order
(from (a) to (g)). Appearing edges are shown dashed, disappearing edges dotted.
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Figure 6.15: WILMA ScoPEscreenshots showing perspective projection and the cross-section viewer for interactive exploration
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Table 6.1: Hamming-distance matrix for parts of the glycolysis and fructose/mannose metabolism pathways
from seven different species

@ () (¢ (d () () (9
0] 21]23]21] 43 56

(a) 40 Haemophilus influenzae

(b)| 21| 0] 22| 20| 48| 39| 53 Escherichia coli CFT073

(c)] 23| 22| 0| 10| 38| 35| 45 Streptococcus pyogenes

(d| 21| 20| 10| 0| 34|31 41 Bacillus subtilis

(e)| 43| 48| 38| 34| 0]15]| 31 Arabidopsis thaliana

(| 40| 39| 35| 31| 15| 0| 16 Drosophila melanogaster

()| 56| 53| 45| 41| 31|16| O Homo sapiens

@ M (@ d © & (@ M h 6O & O
@] 0| 13| 9 71 9] 3|12| 15| 3|19 3110 Yersina pestis
(b)[13] O] 10| 12| 10| 16| 13| 22|10 | 18| 16| 3 Methanobacterium ther-
moautotrophicum
(¢ 9/10] 0| 16| O] 6 3| 18| 628 6| 7 Archaeoglobus fulgidus
(d| 7] 12| 16| 0| 16| 10| 13| 16| 10| 12| 10| 9 Treponema pallidum
(e)] 9110 0| 16| O] 6 3|18 6| 28 6| 7 Pyrococcus horikoshii
® 3|16 6| 10| 6| O 9| 12| 6|22 0] 13 Haemophilus influenzae
(9 (12] 13| 3] 13| 3| 9 0| 15| 9|25 9] 10 Arabidopsis thaliana
(hy| 15 22| 18| 16| 18| 12| 15| 0| 18| 10| 12| 25 Saccharomyces cerevisiae
® 3/ 10| 6| 10| 6| 6 9| 18| 0(22| 6| 7 Mycobacterium leprae
() | 19| 18| 28| 12| 28| 22| 25| 10| 22| 0| 22|21 Mus muculus
(k) 3116 6| 10 6| O 9112 6|22 0] 13 Bacillus subtillis
|10 3| 7 9| 7|13|10| 25| 7(21|13| O Aeropyrum pernix
Table 6.2: Hamming-distance matrix of thiamine pathways
Example 2

The second example compares the known involvements of enzymes tihidh@ine metabolism
from 12 species against the complete pathway and each other. The set of relevant eléfoents
the computation of the Hamming distances is therefore restricted to nodes that represent enzymes
and the edges that connect them to metabolites. The complete matrix of Hamming distances is
shown in Tables.2

To make it easier for the user the general pathway for the Thiamine metabolism from KEGG is
shown as the lowest stratum and neighbouring strata have contrasting colours, seé.E&)drer-
thermore, the Hamming distances between pathways are used to compute a corresponding spacing
between adjacent strata. This spacing was an outcome of discussions with biologists who suggested

it as an additional visual cue aiding comparison of species, see Sédgion
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(a) Perspective projection with the stratum representing
the full metabolic pathway highlighted by the transparent
blue plane
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(b) Parallel projection which better shows the relative spacing between ad-
jacent strata

Figure 6.16: WiLMA ScopEscreenshots for the Thiamine metabolism example.
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6.4 Navigation by Visual Triangulation

As discussed in Sectioh.4.3 phylogenetic trees are another way of exploring the relationships
between species. Phylogenetic trees are built by examining differences in the biological traits of a
set of species. An example of such a trait is a metabolic pathway, such as those examined in Section
6.3, common to a number of species but with subtle differences in each.

Phylogenetic analysis is an attempt to uncover the evolutionary relationships between organ-
isms. It is an important tool in understanding evolutionary processes and in measuring genetic
variations between species. Applications include the design of new drugs and reconstruction of the
history of infectious disease84]. The result of phylogenetic analysis is a phylogenetic tree rep-
resenting hypothetical ancestral relationships among a set of entities (see@igir&stablished
methods for phylogenetic analysis are based on morphological attributes or nucleotide and protein
sequencedl, 67, 1].

Recently, new methods using metabolic pathway data have been introduced, and phylogenetic
trees based on such data are becoming increasingly impos&réd, 125. Usually, the trees in-
duced from metabolic data are visualised using conventional 2D drawing methods (seéHgure
and are viewed in isolation from the underlying metabolic pathway graph structures corresponding
to each node. However, in reality, the structure of the trees is dependent on similarities between
these pathways and a method that allows both phylogenetic tree and pathway graph structures to be
studied side-by-side may provide deeper insights.

A naive approach is to draw the metabolic pathways inside the leaf nodes of their phylogenetic
tree. Such diagrams, however, fail to convey the essential information in the data because viewers
are not able to easily compare the similarities and differences between pathways.

In the social sciences the termangulatior? has been adopted to refer to the use of multiple
complementary tools to study an object that is not easily understood when applying a single method.
For example, one might seek correlations between qualitative and quantitative data, or data from
different sources06. A visualisation approach based on the idea of triangulation is proposed
here. In this approach different visualisations are shown for different aspects and a diagram of the
phylogenetic tree is used as the main selection panel to determine the data shown in the other views.

This section is organised as follows. In Sect®d.1some background is given on the type

of phylogenetic trees considered, together with a brief review of related approaches to visualising

%In surveying or navigatiortriangulationis the process of using basic geometry to locate a point in a plane knowing
only its direction from two other points of known position.
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Figure 6.17: Dendrogram representation of a (simple) phylogenetic tree in which leaves represent species
and internal nodes (or branching points) represent hypothetical ancestors. Branch lengths give an indication
of evolutionary time. (Data from309])
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phylogenetic trees. The proposed method of visualisation is introduced in Sécti@and its

application to typical real-world data demonstrated in Sediidn3

6.4.1 Preliminaries

This section provides some background on the kind of data that is to be visualised.

Phylogenetic Trees

A phylogenetic treel’ = (S, L) is a tree consisting of a sét of nodes (species) and a skt
of edges (links). Leaf nodes of the tree (that is, nodes having exactly one link) represent given
species, sequences or similar entities; they are calpedational taxonomic unitsinternal nodes
represent hypothetical ancestors generated from phylogenetic analysis; they arbygaitbétical

taxonomic unitsSee Figures.17for an example of a conventional drawing of a phylogenetic tree.

Complex Phylogenetic Trees

Not only morphological attributes and nucleotide sequences differ across organisms, but also metabolic
pathways. Studies show significant variations even in central pathways such as gly@ijsis [
Such variations can be used for phylogenetic analysis.

In Section6.3 some approaches to measuring similarity across pathways are surveyed. Sec-
tion 6.3.1discusses a similarity measure depending only on the structure of the pathways. Once a
similarity matrix is derived for a set of species, the process of deriving the phylogenetic tree is the
same regardless of the source of similarities in the matrix, be it the more traditional gene sequence
analysis or the metabolic pathway comparison.

The termcomplex phylogenetic trée introduced to describe a phylogenetic tree of metabolic
pathways. That is, a tréB = ({G1,...,G} U {H1,...,H;}, L) defined on directed metabolic
pathway graphs as defined in Sectéoh.1 Leaf nodes € {G,, ..., Gy} represent given metabolic
pathways (i.e. the operational taxonomic units), whereas internal tree nedé#, . .., H;} rep-
resent fictitious metabolic pathways (i.e. a hypothetical taxonomic unit) obtained from phylogenetic
analysis. A tree edge € L indicates a putative evolutionary relationship between the two incident
pathways and can be labelled with a numerical value that serves as an indicator for distance in

evolutionary time.
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6.4.2 Coordinated Visual Triangulation

In Sectionl.4.3several systems for visualising and comparing phylogenetic trees are discussed.
However, to the best of this author's knowledge, there is no software or method available that
deals with the problem of visualising complex phylogenetic trees: that is, trees in which leaf nodes
represent complex structures such as pathways.

The prototype system presented is a strong example ofdoatidinated and multiple-view dis-
playsand Triangulation The process of designing interactive systems based on coordinated and
multiple-view displays is fast becoming a research area unto its8H.[ Basically the concept
applies to interactive systems featuring several linked views of a particular daferiaagulation
denotes the use of a combination of methodologies in the study of a particular phenorh@son [
Several views are proposed, each capturing different aspects of the complex phylogenetic tree struc-
ture. They are brought together in such a way that interaction with one view, such as a change of
focus, effects a change of detail in the other views. This coordination allows the user to explore the
intimate relationship between the tree structure and its pathway nodes visually.

The four views: Phyogenetic treeRelated pathwayfOperational pathwaynd Hypothetical
Pathwayare described in more detail below. The coordination of these four views is demonstrated

by the use-case diagram shown in Figar&g

Phylogenetic Tree View

A conventional phenogram, or 2D drawing of the phylogenetic tree, serves here as the highest
level overview of the complex phylogenetic tree structure (see the central box in Bid@e As
is discussed in Sectioh.4.3 usually phylogenetic trees are drawn with no specific leaf ordering.
However, in this application, where the focus is on comparing metabolic pathways, it makes sense
to find a leaf ordering that minimises differences between the underlying pathways of adjacent
leaves. Note the similarity to MIN SUM GRAPH STACKING (Problesr3.1), however, in this
new ordering problem the neighbourhood constraints of the tree must be respected such that the
tree drawing remains planar. Such orderings are knovaptasial leaf orderingsind, thanks to the
neighbourhood constraints, can be computed efficiently for any similarity mea&ure [

The tree diagram is interactive in that an internal node can be selected to focus on the subtree
consisting of all its descendants. This selection causes the subtree to be highlighted and affects

other visualisations as described below. Furthermore, a leaf node in the currently selected subtree
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Figure 6.18: Use-case diagram for triangulating a complex phylogenetic tree by four coordinated visualisa-
tions.
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may be checked to select the operational pathway.

Hypothetical Pathway View

As described in SectioB.4.], an internal node in a phylogenetic tree corresponds to a hypothetical
ancestor of the leaves descendant from that node. The hypothetical pathway view shows a possible
metabolic pathway for the currently selected internal node in the phylogenetic tree view (see the
top box in Figure6.18. This pathway graph is inferred by taking the union graph of the pathway
graphs for each descendent leaf node. In the pathway graphs corresponding to these leaf nodes,
some elements may appear more frequently than others. Therefore, in the visualisation for this
hypothetical pathway, each element is displayed with a shading intensity that is proportional to
its frequency of occurrence. In the examples shown, an element that appears in all the pathways
associated with the selected leaves appears solid black, while an element that appears in just a
single leaf is shown as light grey. In the prototype system demonstrated here, the 2D pathway
views (hypothetical pathway and operational pathway) are very simple. In a practical system more
elaborate visualisations such as those produced by th@8BH system would be used for these

2D views, see Figuré.l

Related Pathways View

The Q%D metabolic pathway comparison method described in Seéti@ris used for visualising
the set of pathways corresponding to the descendent leaves of the internal node selected in the

phylogenetic tree view (see the lower left box in FigGr&9).

Operational pathway View

An individual leaf can be singled out for detailed inspection (see the lower right box in Fégif)e

by selecting it, either:
¢ Directly from the phylogenetic tree.
e From a list of the leaves of the selected subtree.
e From the2%D visualisation of these leaves.

For the last option, the user can move a semi-transparent “water-level” plane up and down

through theQ%D structure and the cross-section is shown in a 2D window. The water-level plane
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used in the selection process for the example is shown in F&jage

While additional details on the selected operational pathway can be shown, it is important to
maintain consistency across visualisations. Therefore, the positions of elements in the operational
pathway view and also the hypothetical pathway view must correspond to positions of elements in

the21D view.

6.4.3 Application Example

To illustrate the use of visual triangulation in the analysis of complex phylogenetic trees the thi-
amine pathways of twelve different species are studied.

Using the similarity matrix in Tablé.2, the phylogenetic tree was constructed usingiighbour-
joining algorithm of Saitou and Neil6q: that is, a hierarchical clustering method implemented in
the phylogenetic analysis packagieylip [61]. This tree is shown in Figuré.19

As noted in Sectiorb.1.3 metabolic pathway databases are known to contain inconsistencies
and errors. Furthermore, the species-specific pathway data in KEGG is derived from genome
data but not experimentally proven. This lack of complete and reliable data has a direct negative

influence on the quality of the phylogenetic tree.

Visualisations

A prototype system supporting coordinated visual triangulation, as described in S&dtidmwas
implemented based on theNiiA ScoPE3D graph visualization system (see Appendix B).

Figure6.19shows the phylogenetic tree with edge lengths set according to the computed values.
The hypothetical pathway view, consisting of all elements present in any of the leaf pathways, is
shown on the right-hand side of the same figure. Any node of the phylogenetic tree may be selected
by the user, thus changing the information shown in the hypothetical pathway view. In the figure no
selection is made so the union graph of all elements present in any of the pathways is shown. Note
that the lightest boxes in the hypothetical pathway view correspond to reactions which are found
in the thiamine reference pathway of the database but not in any of the species-specific pathways.
These have been included as a reference for the biologist.

Figure6.20shows our related pathway view, displaying the set of pathways corresponding to
the leaves of the selected subtree from the phylogenetic tree view (Fégl®e Note that the
stacking order matches the order of leaves shown in the tree view. Note also that the bottom layer

shows the full set of reactions from the thiamine reference pathway, as described above.
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Figure 6.19: Phylogenetic tree view and Hypothetical pathway view showing the phylogenetic tree built
from the thiamine pathway of twelve species. Since no internal node of the tree has been selected by the user
the hypothetical pathway corresponds to the root of the tree.
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Figure 6.20: Related pathway view showing pathways from Figare9 stacked in leaf order with the thi-
amine reference pathway located at the bottom of the stacking
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Figure 6.21: An operational pathway can be selected either directly, using the radio buttons shown, or from
theZ%D view for more careful analysis.

The process of browsing operational pathways (individual leaf pathways) is shown in Fig-
ure 6.21 for the pathway ofHaemophilus influenzaeFigure 6.22 shows how a pathwayAf-
chaeoglobus fulgidysvas selected as a cross-section of the correspondence view by moving the
transparent blue “water-level” plane.

In Figure6.22all windows in the system showing all the coordinated views are presented in a
single screenshot. In the tree view window, on the bottom-left corner of the figure, an internal node
of the phylogenetic tree has been selected, thereby highlighting the left and right subtrees beneath
it. The hypothetical pathway corresponding to this internal node is shown in the right panel of the
tree view window. Note that many of the elements of the pathway are a lighter grey indicating
that they occur in fewer of the pathways represented by the leaves. Selecting a subtree in this
view also affects the other views. The larger window, in the background of the figure, shows the
related pathways view for the selected subtree and the list of navigable leaves is also reduced in the
operational pathway browser on the bottom right. Possibilities for navigation through the complex

phylogenetic tree and operations on the various views (e.g. zooming) are also shown ir6Higure

6.5 Discussion

Two of the methods described in this Chapter were designed based on requirements gathered from

consultations with biologists and bioinformaticists from the IPK Crop Plant Research Centre in
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Gatersleben, Germany. These are the visualisation method described in $&ttiofor mapping
experimental data onto nodes and edges of a metabolic pathway graph — and the method described
in Section6.3— for comparison of the structure of a set of metabolic pathway graphs. Several ad-
ditional and impartial biologists, also from the IPK Crop Plant Research Centre, were interviewed
to evaluate the utility of our application (Z%D stratified network visualisation techniques to these
types of metabolic pathway analysis. Using a strategy similar to the evaluation of the portfolio
data visualisation system in Chaptgra cognitive-walkthrough style evaluation was followed, as
introduced in Sectiorl.5. Three pairs of biologists were interviewed separately and the visuali-
sation systems described here were demonstrated in “guided walkthroughs”. The prototypes for
these applications, however, did not feature as much interaction as the portfolio visualisation sys-
tem. As such, after a relatively brief “walkthrough” the interviews became brain-storming sessions.
Audio-tape recordings of these interviews are available and an example transcription is included in
Appendix A.

The IPK biologists, inspired by the visualisations they had seen, suggested ideas for a number

of refinements. Some of these refinements have already been implemented, most notably:

e The inter-stratum spacing to indicate distance in the underlying distance matrix for

pathway comparison (see Secti®3.4).

e A method for browsing larger sets of related pathways with a coordinated view of

the phylogenetic tree.

The latter suggestion became the system for coordinated visual triangulation discussed in Sec-
tion 6.4.2 The following discussion includes additional points raised in these discussions as well
as other ideas for further work, which it is hoped, may eventually lead to a fully functional system
supporting biologists in metabolic pathway analysis.

In general, the feedback regarding the use 012%@ stacked view for comparing related path-
ways was very positive. Most interview subjects, however, felt that the number of pathways which
could be successfully visualised simultaneously in this way was limited. As a general “rule-of-
thumb” the limit seems to be in the vicinity of six to ten pathways in a single visualisation before
the complexity of the scene becomes unviable. A method for interactively selecting which of the
available pathways are included in the stack is therefore essential. Thus, the phylogenetic tree view

not only provides this facility but does so in a way that is meaningful and intuitive for the biologists.
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Figure 6.23: A demonstration of a possible way of limiting the number of pathways shown when a stack of
related pathways is too large and visually complex. Seven pathways are shown, a focal pathway and three
either side becoming progressively more transparent the further the pathway is from the focus.

A further logical extension supporting this mode of interaction is to allow for the selection of
arbitrary multiple internal nodes and leaves from the phylogenetic tree for inclusion in the stack. It
is also planned to further develop the components visualising operational and hypothetical pathways
to produce graphics comparable to those in Figérésand6.12 to eliminate the need for cross-
implementation data exchange.

Another way to limit the number of pathways shown in a single scene is to show anhdaw
of a small number (for example, seven) pathway strata from a larger stack. The user is able to move
the focal stratum (marked by the water-level) up or down through a stack of potentially unlimited
height. On moving up an additional pathway is added to the top of the visible stack while another is
removed from the bottom; the reverse occurs when the user moves the focal stratum down. Figure
6.23 demonstrates this idea, where the transparency of graph elements is controlled such that the
strata appear to fade to invisibility on either side of the focal stratum. This transparency effect is
added to convey a sense of continuity: that is, a sense of the scene being only a sample of a larger
stack. Visual complexity is thus limited within a single view. In the example the global layout is
still used for the entire stack. That is to say, the layout does not change as the visible set of graphs
changes. The layout could, however, be recalculated each time the user changes the focus such that

layout is always optimal for the visible set of graphs, rather than the full set.
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Figure 6.24: A physical mapping for the metabolic pathways from different stages in the development of a
seed to a stratified graph visualisation.

The IPK biologists were also interested in the possibility of a combination of both of our appli-
cations: that is, in creating a method for comparing experimental data from different time samples
across a number of different species and/or a wild-type (an arbitrarily chosen benchmark strain).
This leads to an extra degree of complexity and an explosion in the total number of pathway graphs
that need to be visualised. One way to handle the situation in an interactive stratified graph visual-
isation system is to coordinate two stratified graph visualisation windows. In addition ﬁ%ﬂne
related pathway view, showing the stack of pathways from different species, a seldbmibw of
experimental data associated with the operational pathway could be shown. As in the coordinated
visual triangulation system, the operational pathway would be selected as a cross section from the
related pathway view.

Another idea raised by the IPK biologists is related to a method for visualising a plant seed’s
metabolic development. Biologists study the various phases of a seed’s germination by harvesting
sample seeds at key stages in their growth and examining tissue samples from the outer (youngest)
tissue layer. Doing this they are able to construct a model of development with data relating to
metabolic pathway structures at each stage. The IPK biologists were intrigued at the prospect of
visually presenting these pathways as a stack ordered from earliest to latest stages in the seed’s
development, where the strata would correspond directly to layers in its physical structure.

Finally, an issue that became apparent in conducting the cognitive-walkthroughs with the IPK

biologists was the clumsiness of collaborating in a 3D-environment with poor display technol-
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ogy. The interviews with fund-manager performance analysts (as discussed in Clapere
conducted in a visualisation laboratory equipped with a large, rear-projected, stereo 3D display en-
vironment. By contrast, the interviews with the IPK biologists were conducted on a laptop, on-site
at the IPK Crop Plant Research Centre facilities. Although no controlled side-by-side compari-
son was performed, from this anecdotal evidence it seems that interview subjects are more easily
confused when forced to navigate around a 3D environment on a small screen. This conclusion
is supported by Ware’s findingd 95 on the effect of emersiveness of the display environment on
users’ understanding of a 3D graph visualisation. The lesson here is that even carefully designed
3D visualisation applications may not gain widespread popularity until the hardware infrastructure

is readily available.









CHAPTER 7

Phylogenetic Trees

“With the failure of these many efforts [to explain the origin of life] science was left
in the somewhat embarrassing position of having to postulate theories of living origins
which it could not demonstrate. After having chided the theologian for his reliance on
myth and miracle, science found itself in the unenviable position of having to create a
mythology of its own: namely, the assumption that what, after long effort, could not
be proved to take place today had, in truth, taken place in the primeval past.” — L. C.
Eiseley,The Immense Journ¢g8, Page 199]

This chapter presents the final case study for the two-and-a-half-dimensional graph visualisa-
tion metaphor. A new aesthetic criterion is introduced forillé@ stratified visualisation of sets
of related phylogenetic trees. This aesthetic requires that the number of crossings between edges
linking similar nodes in adjacent trees is minimised, thus allowing a user to easily track the posi-
tion of a particular species through its lifetime in the stack. Also introduced, is an algorithm for
efficiently minimising such crossings together with a discussion of its complexity. Finally, a new
“barrel” layout style for stratified tree visualisation is introduced, which benefits from such crossing
minimisation. Much of the work presented in this chapter has been publishgdiin [

This chapter is organised as follows. First, Secfiahintroduces the area of phylogenetic tree
comparison. In Sectioi.2 stratified tree visualisatiois defined as a type cﬁ%D graph visuali-
sation for examining sets of trees. An optimisation problem involved in arranging these trees in a
manner supporting visual comparison is introduced. Seg@tidpresents an algorithm for solving
this problem and Section.4 discusses the complexity of the algorithm. Sectiohdemonstrates
an alternative layout style for stratified tree visualisations. Finally, in Seti®an implementa-
tion of the algorithm is discussed together with feedback from biologists and suggestions for further

refinements.
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7.1 Introduction

A general introduction to phylogenetic analysis and phylogenetic tree visualisation is provided in
Sectionl.4.3 A specific problem that biologists frequently face in phylogenetic tree analysis, is the

comparison of a set of related phylogenetic trees. Such a situation arises when:

e Common methods and computer programs for reconstructing phylogenetic trees
often produce a set of related trees, not a single optimal one. For example, such
programs may apply maximum parsimony and maximum likelihood methods to a
data-set (such as the protein sequences of a specific enzyme in different species)
to produce a set of possible trees ranked by a probability score. Furthermore, the
tree with the best score (the “optimal” tree) does not necessarily show the correct

ancestral relationships among a set of species.

e To improve the quality of the predictions, a set of different trees based on different
morphological and molecular data sets is often built. One example is the set of
trees built from sequences of different enzymes where each tree is computed using

the protein sequences of a specific enzyme in different species.

Therefore, to analyse the evolutionary relationships between species, biologists often wish to
compare a set of related phylogenetic trees in order to find the most likely one; the most likely
tree being the one that shows most accurately the ancestry relationships considering all given trees.
To help users perform this analysis,‘zéD visualisation method for such a set of trees, making

similarities and differences between the trees easily recognisable, is considered.

7.2 Background

7.2.1 Visualising Sets of Phylogenetic Trees

As mentioned above, comparing sets of phylogenetic trees is an important part of many biologists’
work. As such, a number of tools for such tree comparisons have been suggested. Few, however,
allow for the detailed inspection of more than two trees at a time. Recent tools allow for the
browsing of trees as nodes in a “similarity grapfi’L[]. Detailed analysis of a smaller subset of

the trees is restricted to a view ofcansensus tregsee Sectior?.6.1). Another recent tool142

allows for comparison of two graphs side by side. The visualisation method described in this paper
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Figure 7.1: The Q%D visualisation of a set of phylogenetic trees proposed by Stewart df78]. [Note the
large number of crossings between the coloured edges joining similar species in adjacent trees. Visualisation
produced by REEVIEWER. Used by permission.

is differentiated by the ability to simultaneously display the entire structure of a number of similar

trees.

7.2.2 Stratified Tree Visualisations

Phylogenetic trees are hierarchies representing the evolutionary relationships between species. The
structure of such trees defines only ancestor—descendant relationships. No ordering of the leaves
of the trees is specified. Stewart et dl7§ introduce aQ%D method for visualising the output of

their phylogenetic inference program. As their program approaches an optimal solution it regularly
outputs approximate trees which gradually converge to a best estimate. They found it useful to visu-
alise these trees stacked in the order that they were produced by the algorithm. Their visualisation
also allows the user to track the position of groups of leaves across multiple trees by joining the
similar leaves with edges. However, doing so with the default leaf arrangements often leads to a
large number of crossings between these edges when viewed from above (that is, perpendicular to
the leaf edges); see Figufell. Their visualisation tool allow the user to manually swap nodes in

the tree in order to better arrange these leaf nodes, but doing so is arduous. In coming sections an

algorithm which performs this task automatically is explored.

lVisualisation produced by theREEV IEWER system:http://www.avl.iu.edu/projects/Tree3D/
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7.2.3 Optimal Leaf Ordering

The readability of these diagrams is improved by arranging the leaves such that the number of
crossings between edges connecting matching leaves in adjacent trees is minimised. 7gures
and7.3 show2%D visualisations of a set of phylogenetic trees with the default ordering and then
with crossings removed.

First, some useful terms are defined. A phylogenetic ffee- (S, L) has a sefS of nodes
(species) and a sét of edges or links, where each edge v) € L indicates that is an ancestor
of v. The set of leave® C S are nodes irf” with only one link. A linear ordering for the leaves
is given byr = (v1,vs,...,v,) Wherev; € V. A givenr is said to be dinear leaf ordering

consistent with the tree constraints @T, if 7' can be drawn such that:

e Allleavesv € V are arranged along a straight line with order
e The internal nodes' \ V' are arranged to one side of the line.

e All edges are drawn monotonically on the same side as the internal nodes with no

crossings.

Intuitively, such an ordering for the leaves'Bfrequires that the children of any internal node
of T"must be ordered consecutively.

Two or more phylogenetic trees may be “related” in the sense that they have leaves in common.
In anordered set of related treesy = (71,15, ..., T;), the sets of leaves of each pair of adjacent
trees,V; andV; . 1, have a non-empty intersection, i¥6.N V;11 # 0.

A stratified tree visualisations a visualisation of an ordered set of related trées Each
treeT; is drawn in ther x y plane with leaves arranged in a linear ordering consistent with the
tree constraints of . The set ofr planes is stacked into thedimension according to the order
defined bySy. Additional edgesA are drawn between matching leaves in each pair of adjacent
trees(7;, Tiy1).

Inter-leaf edge crossingsccur when edges id appear to intersect as tls&ratified tree visu-
alisationis viewed from the leaf side, as in FigureL. More precisely, the number of crossings
cross(A; ;1) between a pair of trees in adjacent stratagnd ;1) is the number of inversions
between the ordering; of leaves on one stratum and the orderingf their matching pairs on the
adjacent stratum. Let; (v) be an integer giving the position of leain the leaf orderingr; of 7;.

Let V' be alist with entried/[¢] of the leaves inry order. Let\ be alist with entries\[i] = m (V[3]).
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(a) Oblique view (b) Top view

Figure 7.2: Two views of a2%D visualisation of a set of eight phylogenetic trees with unmodified leaf
orderings. Note the large number of crossings (799) between edges linking leaves on adjacent planes.

Thencross(A; i+1) is the number of inversions ik that is, the number of pait@\[£], A[{]) with
k < land)\; > N;. The total number of inter-leaf edge crossings in a stratified tree visualisation
with a setSy of r trees iscross(St) = Y201 cross(Aiiv1).

The occurrence of inter-leaf edge crossings in a stratified tree visualisation and the notion that
a visualisation with fewer such crossings is more readable than one with many crossings, leads to

the following optimisation problem:

Problem 7.2.1 (Stratified Leaf Ordering Problem - SLOP) Find a stratified tree visualisation with

minimum inter-leaf edge crossing.

INSTANCE: An ordered set of related trees- = (71, T»,...,T,) and a setA of

edges between similar leaves in adjacent trees.

QUESTION: Find a setll = (m,m2,...,n,) of linear leaf orderings for eaclt;

in St such thateross(St) is minimum.
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(a) Oblique view (b) Top view

Figure 7.3: Another pair of views of thQ%D visualisation from Figur&.2 but with crossings minimised
using Algorithm2. Note that crossings have been greatly reduced, only 37 crossings remain.

7.3 SLOP Solver Algorithm

In Sectiord.3.2the problem of reducing edge crossings in a hierarchical graph drawing is examined.
There are many parallels between the hierarchical graph drawing crossing minimisation problem
and SLOP. Recall that the first problem uses a layer-by-layer sweep approach to reduce crossings
one layer at a time. A similar strategy is employed here for solving a SLOP by sweeping through
the stack of trees, reducing the number of inter-leaf edge crossings between strata by rearranging
one tree at a time.

Analogous to the one-sided crossing minimisation problem in hierarchical graph drawing, a
one-sided SLOI defined to be a SLOP with only two strata in which the permutation of one tree
is fixed. A major difference, however, is that while the one-sided crossing minimisation problem
is N'P-complete $7], an optimal solution for a one-sided SLOP can be found in polynomial time
using a divide and conquer strategy. One caveat, explained below, is that the unfixed tree must be
binary.

Crossings can then be reduced globally in a SLOP spantstigita with a sweeping approach.
Each pair of trees in the stack is examined in turn, and that pair's local one-sided SLOP solved. In

only a few sweeps the sHtof leaf orderings should converge to a globally optimal, or near optimal,
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solution.

The one-sided SLOP is somewhat similar to another leaf ordering prodiemarogram seri-
ation[14(, that is often considered in relation to phylogenetic trees. Recall that phylogenetic trees
are usually generated from a hierarchical clustering of an underlying multidimensional data-set.
Dendrogram seriation is the process of arranging the tree such that the order of the leaves min-
imises the distance between neighbouring leaves in the underlying data space. Solving this problem
is akin to finding a solution to theavelling salesman problesubject to the tree constraints. Morris
et al. [L4( proposed a simulated annealing approach to find an approximate solution. Bar-Joseph et
al. [8] gave a dynamic programming method for finding the optimal solution which rueX;irt)
time usingO(n?) space.

Before explaining the algorithm, we show that the problem can be divided into a set of inde-
pendent subproblems. The remainder of this section considers a one-sided SLOP between two trees
T) = (S1,L1) andT, = (Se, Lo), as a directed acyclic gragh = (V, E') encompassing the un-
fixed treeT} and the leaves of the fixed trég. Thatis,V = S; U Vo andE = L; U A9 where
Ay is the set of edges connecting the matching leavd§ @ndT5. It is the crossings im 5 that
need to be minimised. A set of virtual edges is defined between an internabnedé and the
neighbours of its descendent leavesas= {(v, u2)|(u1, u2) € A12 A 3 directed path(v, uz)}.

A composite virtual node: is defined for all the internal nodes to the leftwofn an in-order
traversal of the tree and a similar composite virtual neder all nodes to the right of. For each
node replaced by, let there be a virtual edge fromto each descendent leafof and call the set
of these virtual edges,,. The setF,, of edges betweemn and descendent leaveswofis defined in
the same way. If all the leaves are then visiteddrorder and their neighbouss u, v, w from the
edges inF, U F, U F,, listed, then the numberof crossings between edgeskih and the remaining

edgesd;s \ F, is the number of inversions (violating the orderimg< v < w) in this list.

Lemma 7.3.1 In a particular permutation of the tree abovg if there arec crossings between
edges inF, and the remaining edged, \ F), thencross(A2) > c for all permutations of the

subtree ofv.

Proof If all edges in the directed paths fromto the leaves of» are removed and replaced with
the virtual edge sef;, then all the crossings between edges of leaves that are descendaat® of
also removed. The only crossings remaining are those betWgand the remaining edges .

In a planar drawing of ' the leaves below must remain together: that is, a leaf below a sibling of
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v cannot be placed between the leaves below herefore, any further permutation of the leaves

belowwv cannot further reduce crossings, and the statement above holds.

Thus, we have a notion d@btal crossingsandlocal crossingdor a particular internal node
in 71. The children ofv are labelled:u;, us, ..., us whered = degree(v) and are ordered by
71 as they appear in the stratified tree visualisation. Let there be B),seif virtual edges for

each child ofv connectingu; with its descendent leaves. Local crossings of the children of

(crossiecar(u1,uz, ..., us)) are then the crossings between virtual edges of;allhat is, if all the
leaves are visited iy order and their neighbouss uq, us, . . . , us from the edges ilhjle F,, are
listed, therncrossipeqi (11, ug, - - . , ug) is the number of inversions in this list.

Total crossings o (crossi.tar(v)) is the sum of the crossings beneath eaghand the local

crossings ob. Thus, a recursive definition for crossings at each internal masle

CTOSStotal(”) :CT'OSStOtal(U1> =+ CTOSStotal(”?)
+ ...+ crossiorai(us) (7.1)

+ crossiocal (U1, U2, - - -, Us)

Theorem 7.3.2 A one-sided SLOP can be recursively decomposed into a number of independent

subproblems.

It follows from Lemmay7.3.1that an ordering of internal nodes, us, . . . , us that causes a min-
imal number of crossings-oss;,.,; (u1, uz, . . ., us) remains optimal regardless of how the subtrees
of uy,us,...,us are arranged. Thus, an effective divide and conquer strategy is to process the tree
bottom up, eliding subtrees as described in Lemn3al

A visual demonstration of the decomposable nature of the SLOP is given in FHigugigure
7.4(a)shows the subtree below an internal nedef a larger tre€l’;. The leaves descendent from
v are shown in ordefr;, connected by edges to matching leaves of an adjacenfiteeith the
permutationr, of the lower tree fixed. Note that, for the three childrervotross;oe(u1) = 1,
crossiotal(u2) = 0 @andcerossiorar(us) = 1.

Collapsing the subtrees below each of these children into the virtual dQdes’,, andF;,,, as
in Figure7.4(b) elides the contribution to the total number of crossings from each of these subtrees
and leaves onlyross;ocqi(u1, uz, uz) = 4 crossings. In Figur&.4(c)the children ofv have been

reordered leavingrossj, .., (u1,u2,u3) = 2 crossings. In Figur&.4(c)the reordered tree is shown
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(a) A tree with leaves linked to another (b) After collapsing the subtrees below
tree the nodes on level 2

a Fu, Fus

(c) Rearranged to minimise crossings (d) Revealing the subtrees again

Figure 7.4: Demonstration that one-sided crossing minimisation problem subject to tree constraints is de-
composable

with the subtrees below;, up andus expandedcrossj, . (u1, u2, u3) is still 2 andcross;otq for

each of the subtrees have not changed. Thus, it can be seen that the contribution to the total number
of crossings due to an ordering of children below a particular internal node is independent from the
crossings contributed by the subtrees of those children. Note also, that an arrangement of children
of a particular node which minimises the number of crossings between leaf edges descendent from
those children, remains optimal regardless of arrangements of their descendants.

This recursive divide and conquer strategy is realised in the procedure used in Alg@rithm
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Lines 1-3 cause a depth-first traversal of the tree and provide a list of virtual edges conneating
its descendent leaves (or an actual edgei#f a leaf). The algorithm minimises crossings for each

internal node by exchanging children of the node if doing so reduces crossings.

Algorithm 2 Reduce crossings below internal nadef the unfixed tree in a one-sided SLOP
procedure decross(v)

Require: v.children is an array indexed fror in which each element is also a tree nodew i$
a leaf|v.children| = 0 and|v.edges| = 1 else|v.children| > 0 and|v.edges| = 0.
1: for w € v.children do
2:  wv.edges — v.edges U decross(u)
3: end for
4: fori e {x € Z:0 <z < |T.children|} do
5
6

u <« v.children[i — 1]
w «— v.children]i]
{(u,w) are adjacent children

7. cuyw — countCrossings(u, w)
8. if deg(u)deg(w) > 2¢y,, then
o: v.children[i — 1] «— w

10: v.children[i] — u

11: returnv.edges

12 endif

13: end for

The test in line 8 of Algorithn® is testingc,,, > cuw and comes from the observatiohl|

Lemma 9.3(a),Page 290] that:

Cuw + Cwu + Xuw = deg(u) deg(w) (72)

wheredeg(u) is the degree of node and x,., denotes the number of common neighbours of
andw. In a SLOP the neighbours afandw all have degree 1 and therefoyg,, = 0. Therefore,

if cuu > cuw WE can substitute from Equatiah2to obtain:

deg(u)deg(w) = Cuw > Cuw 73
deg(u)deg(w) > 2¢yy

Note that for an unfixed tree of depth one, the algorithm functions identically to the well known
adjacent-exchanger greedy-switctalgorithms [L1] (see Algorithml in Chapterd). For trees with

internal nodes of high degree it is possible that an algorithm based andtiien heuristienight

converge more quickly. However, since most of the input trees considered are binary, or of degree
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no greater than three, this is not an issue in this application. In fact, a result of Thé@&s
that for binary trees the algorithm reaches an optimal solution for the one-sided problem in a single
pass.

An obvious potential bottleneck in the algorithm is the crossing count.iveralgorithm would
check every edge attachedd@gainst every edge ef leading to timeO(|E,||E,|). Algorithm 3
is a simplification of a two layer crossing counting algorithm by Barth etldl. [Their algorithm
has running time) (| E| log |Vsmau|) Where E' is the set of edges arid,,,,;; is the smaller of the
two sets of nodes. In the binary tree cadé,,.;| = 2 so the existence af@(|E,| + |E,|) time
algorithm is obvious. Although the linear time radix sort on line 2 does not increase this complexity
bound, it can be eliminated to further simplify the algorithm. In the algorithm of Barth et al. it was
required when nodes on the fixed level had degree greater than one. In the one-sided SLOP this is
not the case, so if nodes on the fixed side are stored in an arrayadrder, then a simple iteration

through the array will provide the list of edges in the required order.

Algorithm 3 Count edge crossings between two nodes
procedure countCrossings(u,v)
Require: u andv each have lists of edgesedges andv.edges
1. F «— u.edges Uv.edges
sort E' using radix sor{sort order ig(ma(tail), u < v) — sort can be eliminated, see text
crossCount «— vCount «— 0
for e € Fdo
if e.head = v then
vCount «— vCount + 1
else
crossCount «— crossCount + vCount
end if
. end for
: returncrossCount

=
[N

7.4 Complexity

Considered first is the complexity for a one-sided, binary tree SLOP only. A single descent of a
binary tree withn leaves takes exactly — 1 steps. The most expensive part of Algoritis the

call to thecountCrossingsubroutine. Counting crossings with the algorithm given in Algorithm
takesO(|F,|) time for each internal node of the tree where", is the set of edges connected to

leaves descendent from that node &fig < n.
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If the root has two children, with andn — [ descendent leaves respectively, then tinie)

satisfies:

T(n) =7()+71(n—1)+ O(n) (7.4)

In the worst case (n) is O(n?), however, ifT} is balanced them(n) is O(nlogn). Since
the clustering algorithms used to infer phylogenetic trees are designed to produce trees that are
balanced, typical running times are closer to this lower bound.

As mentioned above, to minimise crossings for a set-tkes the one-sided SLOP algorithm
is applied to each pair of adjacent strata in a stratum-by-stratum sweep strategy. In limited tests,
this approach has been found to converge to a reasonable solution in a small number (less than ten)
passes. Further work might involve testing under what conditions this approach fails to reach a
globally optimal solution. However, in practice, the approach has been found to be at least adequate
for test cases of the size shown in the figures. That is, data-sets with less than 10 trees and 50 leaves
per tree. Larger cases might not be practical anyway due to the obvious bottleneck in wet-ware:

that is, the ability of a human to understand an overly complex visualisation.

7.5 Barrel Tree Layout

On seeing th@%D visualisations shown in Figuré.3 it was thought that arranging the trees in
a configuration with the leaves spaced evenly around the perimeter of the circle might be a bet-
ter utilisation of the available space. This is achieved using a weighted barycentre algorithm, as

follows:

e The leaves, ordered according to a proper leaf orderifay the tree, are equally

distributed around the perimeter of a circle.

¢ Internal nodes are traversed bottom-up (from leaves to root) and for each parent
nodev a positionpos(v) is found relative to its set’, of children (leaves or internal
nodes). The positiopos(v) is determined from the weighted barycentre of the
positions of nodes iid',, where each child € C, is weighted by branch length
cw- Thatis, the position in the plane for each internal nodggiven by:
1

pos(v) = (va,0y) = =——— > welca, ¢y)
ZCEC We
v ceCly
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Figure 7.5: An example of a circular drawing of the phylogenetic tree from Figuid.

Note that this procedure guarantees a planar embedding. This is because, with the leaves ar-
ranged around the circumference of a circle, they form boundary nodes on a convex polygon. In-
scribing the tree inside this polygon produces a tri-connected planar (since the leaves are arranged
in w-order) graph. Therefore, the embedding must be planar according to the famous theorem by
Tutte [189.

An example of this style of layout for a single tree is shown in Figlf#e Figure7.6 gives
the Z%D “barrel” view of the set of trees. Another feature added to the barrel layout is a “spine”
connecting the roots in adjacent trees. As well as identifying the position of the root in each layer,
this spine may also provide an informal measure of similarity between adjacent trees. That is,
trees with leaf ordering determined by the SLOP-solver method and arranged according to the
barrel layout method above, should also have similarly placed roots in adjacent trees. Therefore,
a stratified stack of trees with similar internal structure should have a fairly straight spine, while a
set of trees with disparate structure should have a spine with bends and kinks. Clearly, using such
a device is not a precise similarity measure, but it has been met with favourable feedback from

biologists who feel it may be useful for providing a “summary” of differences between trees.
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(a) Oblique view (b) Top view

Figure 7.6: A visualisation of the same data-set used in earlier figures but arranged in the circular style
shown in cross-section in Figureb.

7.6 Discussion and Further Work

An algorithm is introduced for minimising the number of crossings among the edges linking similar
leaves in adjacent planes oﬁéD phylogenetic tree visualisation. This chapter also suggests a new
layout for suct2 3D tree visualisations: the “barrel” view.

A program implementing the SLOP solver algorithm — and also the standard phenogram and
barrel stratified tree layout styles — was created in thk@HON scripting language. It includes
a parser for simpleasTDNAML tree description filésand generates XML graph files with the
stratified tree visualisation positions assigned to nodes by the layout algorithms. These XML graph
files can then be viewed with standard 3D navigation facilities inMA SCOPE(see Appendix B).

Unlike the other case studies in Chaptemnd6, where more extensive, interactive, prototype
systems with a number of novel user interface features are described, the implementation for this
case study simply produces static stratified tree visualisation models for viewing mA/BCoOPE
For this reason, the evaluation for the work in this chapter did not involve the cognitive walk-through
style evaluation as described in these other chapters. Rather, the stratified tree visualisations were

simply shown to biologists with an interest in phylogenetic analysis and their feedback requested.

2Kindly supplied by the team at the University of Indiana who generated the original stratified tree visualisation
shown in Figurer.1
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The discussions were recorded on audio tape and a transcription of a sample discussion is given in
Appendix A. Mostly, these discussions revolved around the potential of the stratified tree visuali-
sation paradigm and features that would be useful in a complete interactive system for exploring
sets of phylogenetic trees. The following is a report on findings from this feedback as they become
relevant to the discussion of further work, below.

The feedback from biologists has for the most part been very positive. They found the paradigm
very intuitive and feIQ%D stacking was a significant improvement over viewing a set of diagrams
side by side. However, their enthusiasm for this particular visualisation style is difficult to assess,
since they are generally enthusiastic about any sort of automated tree manipulation tools. The tool
that they most commonly use is a fairly straightforward tree drawing tool with few interactive anal-
ysis features. Until recently, it seems, advances in bioinformatics research were focused on com-
putation of data. It is still “early days” for research into interactive systems supporting biologists’
day-to-day analysis tasks.

As discussed in Section4, limited test data was available, but this data was enough to demon-
strate the efficacy of the system to biologists. Further experiments, possibly on artificially generated
data, could test the layer-by-layer (or stratum-by-stratum) sweep application of the SLOP solver al-
gorithm to larger stratified tree visualisations. Such a study might identify cases where the method
does not converge to a reasonable solution. However, the general sweep approach has been proven
effective by similar studies in layout of hierarchical grapb87 and our initial tests seem to indi-
cate similar performance for stratified tree visualisation.

In any case, it is not expected that a stratified tree visualisation would be applied in practical
situations to sets of extremely large trees (greater than 100 or so leaves) or to sets of a large number
of related trees (perhaps more than ten or so). This is simply because of the visual complexity that
such a stratified tree visualisation would present.

Biologists were able to confirm for us that there is a need to compare large numbers of large
related trees; however, in such cases the stratified tree visualisation system is probably more useful if
applied in an overview-and-detail style system. That is, a biologist might use a system for exploring
large numbers of trees, such as the multi-dimensional scaling approach by Klingned.&7jala$
an overview of the entire data-set and browse interesting subsets of trees using the stratified tree
visualisation technique. The SLOP solver algorithm could then be run “on the fly” to produce the
visualisation for the subset of interest.

In the case where the trees themselves are large, selecting subtrees for closer examination is
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already a practice that biologists use regularly. Biologists are usually specialists who have a partic-
ular interest in smaller sets of related species. Therefore, they routinely examine only the subtree
encompassing those species of interest, rather than the larger “tree of life” for all cellular organisms.

As discussed in Sectioh3, the SLOP-solver algorithm works well for binary trees. For trees of
higher degree, however, the algorithm is (locally to each internal node) equivalent to the adjacent-
exchange algorithm commonly used in crossing minimisation for hierarchical layout. As discussed
in Section3.2.1, the adjacent-exchange method for hierarchical layout is most effective when used
as a post-processing refinement of methods based on heuristics such as barycentre or median place-
ment. Variations of the SLOP-solver algorithm implementing equivalent heuristics could be imple-
mented and studied. However, doing so may be of limited research interest since these methods
have already been well studied for general hierarchical layout and, as has been demonstrated with
the adjacent-exchange example, they are readily transferrable to SLOP.

Although, as described in Sectighd, the results of most phylogeny inference programs are
binary trees, feedback from biologists has suggested that there is sometimes a need to study trees
with higher degree nodes. Particularly, this occurs when trees from different sources are merged
to produce consensus trees. Consensus trees are discussed in more detail below irY Bektion
Thus, although currently of limited research interest, the addition of heuristics to the SLOP-solver
algorithm for efficiently handling higher degree nodes may be useful in a practical system.

Further experiments could also test the effectiveness of the “spine” connecting roots in the
barrel tree layout in conveying the similarity of adjacent trees. When the barrel-layout style was
demonstrated to biologists they expressed enthusiasm for the idea of the “spine”, though they were
concerned overall that the barrel layout may obscure internal structure and generally felt more com-

fortable with the standard phenogram layout style for each stratum in the stratifed tree visualisation.

7.6.1 Consensus Tree

A further refinement of the stratified tree visualisation approach is to pre-computeniensus

tree for the set of trees. A consensus tree is a single tree that is constructed by merging a larger
set of related trees. Generally, it provides a summary, or precis of the set of trees, but the precise
definition of how conflicting branching patterns from different trees (that is, differences in internal

node structure) are merged can vary. For example, (see Nei &4§):[

Strict consensus tree— conflicting branching patterns are merged into a single
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node with many descendent branches.

Majority consensus tree — a majority rule is applied to choose the branching pat-

tern which occurs in most trees.

Adams consensus tree— the structure of the largest common sub-tree is preserved.
Leaves not included in this common sub-tree are made direct descendants of

the root.

Consensus trees play an important role in the tree comparison applications describ&d by [
and [L42. Consensus trees can generally be computed in linear time in a fairly straightforward way.

Knowing which nodes are in the consensus tree is useful in two ways:

e Drawing the nodes in the consensus tree only on one plane, perhaps the topmost
plane, might significantly simplify the visualisation. Nodes not in the consensus
tree can still be drawn on parallel planes, thus focusing the user’s attention to the

areas of change.

e The SLOP-solver algorithm need only be applied to nodes that are not in the con-
sensus tree. Thus, the number of nodes that need to be examined by the algorithm

to reduce crossings for a set of trees that are largely similar is significantly reduced.

Another situation where consensus trees might play a role in stratified tree visualisation, is
in eliding detail to provide a focus-and-context style browsing system. The limited scalability of
the system, to sets of larger and more numerous trees due to visual complexity, has already been
discussed. As inl42, large numbers of related trees can be reduced to representative consensus
trees. A large set of trees could be dynamically reduced to a smaller set of representative trees
producing a stratified tree visualisation of reasonable visual complexity which could be browsed as
an overview. The analyst could then interactively obtain a detailed view of the constituent trees in

any representative consensus tree in separate stratified tree visualisations.

7.6.2 Ordering of Strata

In the examples discussed in this chapter the trees are stacked according to an ordinal variable asso-
ciated with the inference algorithm, where the ordinal variable is either processing time to produce

the estimate or the probability that the tree is correct. Another possibility for improved comparison,
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especially where no logical ordering is defined across the set of related trees, might be to find a
stacking order for the trees that minimises differences between adjacent trees in the stack. Such an
approach is analogous to the method used for finding a stacking order for metabolic pathways in
Chapter6. Note that the method used for calculating similarity measures between these pathways
(general graphs with labelled nodes) does not extend to the trees with unlabelled internal nodes
that are considered here. However, there are many well-known methods for measuring distances
between arbitrary trees which would be appropriate. For example, a particularly famous inter-tree
distance metric defined by Robinson and FouldX] is based on the minimum number of merging

and splitting operations on internal nodes required to transform one tree into another.









CHAPTER 8

General Remarks, Conclusion and Further Work

This chapter provides a summary of the work presented in this thesis. Princiﬁlé@@ﬁsualisa—

tion and the stratified graph visualisation paradigm are discussed further, with regard to the lessons
learned from conducting the three case studies. Detailed ideas for further work are presented in the
conclusions to each chapter in this thesis. However, some more general ideas for further work —

particularly further work associated with different application domains — is also discussed here.

8.1 Principles of Two-and-a-Half-Dimensional Visualisation

In Chapter 2 the termZ%D" is found to be used inconsistently, not only in different industries and
academic fields, but also within the body of visualisation literature. Information visualisation is
defined in this chapter as a mapping from an information (data) space to two- or three-dimensional
geometry and a set of graphical attributes such as glyphs, colour, texture and so on. A concrete
definition for aQ%D paradigm for information visualisation is established, in which position in the
third spatial dimension is treated as a separate visual channel. This definition, however, does not
dictate which data attribute in a particular data-set should be mapped to the third dimension. Based
on an understanding of the limitations of human spatial perception some guidelines for choosing a
2%D mapping to create an effective 3D visualisation are presented. These guidelines stipulate that
the choice of data variable to map to the third spatial dimension shoutlisbeete independent
anddirect

TheseQ%D information visualisation principles are demonstrated in an extended application
example which is then evaluated in an experimental study. The results of this study seem to indi-
cate that 3D visualisations based o@#D mapping can help analysts to understand complicated
relationships involving more than two variables but that relationships between a pair of variables

are better represented in 2D.
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The primary advantage of tme}D visualisation paradigm over 2D visualisation is that it pro-
vides a spatial mapping where in 2D a third variable would have to be represented by some other
graphical attribute such as colour, texture, symbol or motion. That is, it provides an extra (though,
as described in Chapter 2, limited) dimension for the visualisation designer to use to create richer
visualisations of high-dimensional data-sets. Howe?iéD is not advocated as dogma for all 3D
information visualisation designers. Rather, it is just another visualisation tool that seems appropri-
ate for certain domains.

A side result from this study is a recognition of the importance of interaction in choosing vi-
sual mappings. Different analytical tasks require different visualisations. Interactive visualisation

systems should provide the user with the ability to choose an appropriate mapping for the task.

8.2 Two-and-a-Half-Dimensional Stratified Graph Visualisation

In Chapters 3 and 4, existing 3D graph visualisation methods are assessed in terms G%their “
ness”. Generally, a 3D graph visualisation is considered ta%@ if the position of nodes is
constrained to a set of parallel planes.

In Chapter 4, aZ%D paradigm for visualising evolving graphs or comparing sets of related
graphs is introduced. This paradigm is calkdatified graph visualisatiosince edges are con-
strained to lie between nodes on the same plane and thus create a well defined set of levels or strata.
Popular layout methods such as force-directed layout and hierarchical layout can be used to arrange
stratified graphs. However, some modifications to these methods are provided which specifically
aim to improve the results for the stratified graph visualisation paradigm.

Stratified graph visualisation is just one possible applicatio?z‘%m design principles to graph

visualisation. It is hoped that the contributions of this thesis, namely:

e the precise definitions given fd’r%D visualisation,2%D graph visualisation and

stratified graph visualisation;
e the survey of existing graph visualisation methods that are eﬁecm@]y and
o the new examples of the applicationZé‘D guidelines to graph visualisation;

will lead to a greater awarenessng design principles amongst graph visualisation practitioners.
In turn, it is hoped that this leads to a unification of efforts in the field of 3D graph visualisation

research to designing new visualisations that conform to the limitations of human spatial perception.
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8.3 Application Case Studies

The Q%D graph visualisation principles described above are explored further in three case studies.
Evaluations of these case studies with domain experts produced considerable feedback, both posi-
tive and negative. One result, however, seems universal across all applications. Regardless of the
specific domain the feedback emphasised the importance of providing the user with the ability to

choose the mapping from data attributes to visualisation. This addresses two issues as follows.

¢ Flexibility of the visualisation system to supporting different lines of enquiry — for
example, in the visualisation of fund-manager portfolios different styles of layout

were found to be appropriate for different types of analysis, particularly:

— absolute positioning or positioning relative to the index in the overview;

— force-directed or hierarchical column layout in the detail view.

e Choosing a mapping that limits the visual complexity of a particular view poten-
tially makes the visual paradigm scalable to larger data-sets. The visual triangu-
lation system discussed in Chapteis an example of a possible solution to this

problem in the metabolic pathways domain.

8.3.1 Fund Manager Movement

Both the overview and detail visualisations proposed for analysis of movement in fund-manager
portfolios are examples of application of stratified graph visualisation to evolving graphs.

The PORTFOLIOSPACE EXPLORER system for visualising a number of portfolios in a single
overview, demonstrates that high dimensional data can be treated as a complete graph and visualised
using a “worm” style stratified graph visualisation to show changes over time.

The PoRTFOLIO COLUMNS view for detailed inspection of individual portfolios demonstrates
two methods of stratified graph layout, that is, force-directed and hierarchical layout. Feedback
from domain experts confirmed that force-directed layout is generally better at showing clustering
(related groups of market sectors) while hierarchical layout is better for showing flow of money

between market sectors.
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8.3.2 Metabolic Pathways

The application incorporating experimental time-series ohasituin a stratified graph visualisation
is another example df%D techniques used to support visual analysis of evolving graphs.

The application involving metabolic pathway comparison is an example of visualising sets of
graphs classified according to a nominal variable. The problem of computing a stacking order
across such a set of graphs is introduced as a new layout aesthetic for stratified graph visualisation.

The Coordinated Visual Triangulatiosystem is an example of an interactive technique for
navigating large sets of stratified graphs. It was designed in response to feedback from domain
experts which questioned the scalability of the stratified-graph visualisation paradigm to larger sets
of graphs. Initial feedback of the simple prototype coordinated visual triangulation system has been
positive, but useful further work might involve a more in-depth user-study with a fully functional

prototype to properly evaluate this paradigm.

8.3.3 Phylogenetic Trees

The application discussed in Chaptdas another example of stratified graph visualisation for com-
paring sets of graphs, but it is specific to the problem of comparing the structure of trees with
common leaves. As such a new layout issue, the problem of ordering the leaves of each tree such
that adjacent trees are arranged as similarly as possible, is introduced. This stratified leaf ordering
problem (SLOP) is compared to the crossing minimisation problem found in hierarchical graph
drawing. A heuristic for crossing minimisation from hierarchical graph drawing is adapted for
the SLOP. The algorithm is demonstrated to obtain optimal solutions in polynomial time for the

one-sided crossing minimisation problem.

8.4 Other Potential Application Domains

Generally, stratified graph visualisation should be applicable to any application domain involving an

underlying evolving graph. The quintessential example given by Fer&dfaf such a domain is

the mobile ad-hoc network which is predicted to become an increasingly important communication
medium in the future. In such a network mobile devices function as transient hosts and the topology
of the network is extremely volatile. As such, visualisation tools supporting analysis of problems

in these networks are likely to prove useful.
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Software engineering has a number of promising applications for stratified graph visualisation.
Object-oriented software architectures are commonly represented by class hierarchies or graphs of
references between different software components. Throughout its development and maintenance
software typically evolves to fit in with changing real-world requirements. Thus, the underlying
architectural diagrams are evolving graphs, and the history of this evolution may be interesting to
observe using stratified graph visualisation. Frequently reused architectural designs are known as
design patterns7/p]. Stratified graph visualisation could be used to compare different software
components to aid in the search for such patterns.

The ideas for exploring high-dimensional evolving data-sets presented inHe-BLIOSPACE
ExPLORERalso potentially have broad application. In the social sciences, high-dimensional data-
sets, for example experimental results from different subjects or groups, are commofz%l:rhe
“worm-view” style of visualisation may be applicable when the analyst wishes to compare the
results from different groups or classes or when he or she wishes to analyse a set of results changing

over time.

8.5 Closing Remarks

This thesis has presented visualisation paradigms and guidelines for implementation of these paradigm:
These are intended to assist with the creation of information visualisation and graph visualisation
applications that take advantage of 3D graphics in a way that is congruent with the limitations of hu-
man spatial perception. It is hoped that as technologies such as augmented reality and holographic
displays become more sophisticated, knowledge of how to use them effectively for information
visualisation will eventually lead to more widespread adoption of such techniques in different ap-

plication domains.






Bibliography

[1] Adachi, J. and Hasegawa, NPROTML: Maximum likelihood inference of protein phylogeny
in Computer Science Monographs, Institute of Statistical Mathematics, Tokyo, 1992, pp. 1-
77.1.4.36.4

[2] Ahmed, A., Dwyer, T., Murray, C., Song, L., and Wu, Y. X., “Wilmascope graph visualiza-
tion,” Proceedings of the IEEE Symposium on Information Visualization (InfoVist@4)

To Appear, 20044.1

[3] Alizadeh, F., Karp, R. M., Weisser, D. K., and Zweig, G., “Physical mapping of chromo-
somes using unique probed$lroceedings of the 5th ACM-SIAM Symposium on Discrete

Algorithms (SODA '94)1994, pp. 489-5005.3.3

[4] Appel, R. D., Bairoch, A., and Hochstrasser, D. F., “A new generation of information retrieval
tools for biologists: the example of the expasy www serveghds in Biochemical Science
Vol. 19, No. 6, 1994, pp. 258-260.4.2

[5] Ark, W., Dryer, C. D., Selker, T., and Zhai, S., “Representation matters: The effect of 3D
objects and a spatial metaphor in a graphical user interf&smple and Computers XIllI,

Proceedings of HCI'98Springer, 1998, pp. 209-219.3

[6] artLab, “The industry’s foundation for high performance graphicstip://www.
opengl.org/ ,2004.2.1

[7]1 Au, S. C., Leckie, C., Parhar, A., and Wong, G., “Efficient visualization of large routing
topologies,’Int. J. Netw. Manag.Vol. 14, No. 2, 2004, pp. 105-118.1

[8] Bar-Joseph, Z., Demaine, E. D., Gifford, D. K., Hamel, A. M., Jaakkola, T. S., and Srebro, N.,
“ K-ary clustering with optimal leaf ordering for gene expression d&mg. Intl. Workshop
Algorithms in Bioinformatics (WABI 2002)ol. 2452 ofLecture Notes in Computer Science
Springer, 2002, pp. 506-520.4.3 6.4.2 7.3


http://www.opengl.org/
http://www.opengl.org/

194 Bibliography

[9] Baralasi, A.-L. and Bonabeau, E., “Scale-free networl&gientific AmericanMay 2003,
pp. 50-594.1

[10] Barth, W., dinger, M., and Mutzel, P., “Simple and efficient bilayer cross countiPmgteed-
ings of the 10th International Symposium on Graph Drawing (GD'88). 2528 ofLecture
Notes in Computer Sciencspringer, Berlin, 2002, pp. 130-144.3.2 7.3

[11] Battista, G. D., Eades, P., Tamassia, R., and Tollistaph Drawing: Algorithms for the
Visualization of GraphsPrentice-Hall, Englewood Cliffs, NJ, 199R.2, 3.2, 3.2.1, 3.2.],
4327373

[12] Becker, M. Y. and Rojas, |., “A graph layout algorithm for drawing metabolic pathways,”
Bioinformatics Vol. 17, No. 5, 2001, pp. 461-466.1.2

[13] Booth, K. S. and Lueker, G. S., “Testing for the consecutive ones property, interval graphs,
and graph planarity using PQ-tree algorithmigurnal of Computer and System Sciences

Vol. 13, No. 3, 1976, pp. 335-379.3.3

[14] Borg, I. and Groenen, PModern Multidimensional Scaling: Theory and Applications
Springer Series in Statistics, Springer, 1992.1, 5.3

[15] Bragdon, C.The Frozen FountairKessinger, 19242.1

[16] Brandes, U. and Corman, S. R., “Visual unrolling of network evolution and the analysis of

dynamic discourseJhformation VisualizationVol. 2, No. 1, 2003, pp. 40-50t.3.1

[17] Brandes, U., Dwyer, T., and Schreiber, F., “Visual triangulation of network-based phyloge-
netic trees,’Proc. 6th Joint Eurographics - IEEE TCVG Symp. VisualizatR904, to appear.
3

[18] Brandes, U., Dwyer, T., and Schreiber, F., “Visual understanding of metabolic pathways
across organisms using layout in two and a half dimensialmatnal of Integrative Bioin-

formatics Vol. 2, 2004.2

[19] Brandes, U., Dwyer, T., and Schrieber, F., “Visualizing related metabolic pathways in two
and a half dimensionsProceedings of the 11th International Symposium on Graph Drawing

GD’03, Vol. 2912 ofLecture Notes in Computer Scien&pringer, 2003, pp. 111-122.



Bibliography 195

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

Brandes, U., b, V., Loh, A., Wagner, D., and Willhalm, T., “Dynamic WWW structures
in 3D,” Journal of Graph Algorithms and Applicationsol. 4, No. 3, 2000, pp. 183-191.
3.2.1

Brandes, U. and Wagner, D., “A bayesian paradigm for dynamic graph layrroteedings
of the 5th International Symposium on Graph Drawing (GD;9#)!. 1353 ofLecture Notes
in Computer Sciengé&pringer, 1997, pp. 236—-244.3

Brandes, U. and Wagner, D., “Dynamic grid embedding with few bends and changes,”
Proceedings of the 9th Annual International Symposium on Algorithms and Computation
(ISAAC’98) Vol. 1533 ofLecture Notes in Computer Scien&pringer, 1998, pp. 89-98.

4.3

Brandes, U. and Willhalm, T., “Visualization of bibliographic networks with a reshaped land-
scape metaphorProceedings of the Joint EUROGRAPHICS - IEEE TCVG Symposium on
Visualization (VisSym'02ACM Press, 2002, pp. 159-164.1

Brands, S., Gallagher, D., and Looi, A., “Active investment manager portfolios and pref-
erences for stock characteristics: Australian evidence,” Tech. rep., The University of New

South Wales, 20046.1

Brodbeck, D., Chalmers, M., Lunzer, A., and Cotture, P., “Domesticating bead: Adapting an
information visualization system to a financial institutioRfbceedings of the IEEE Sympo-

sium on Information Visualizatioi997, pp. 73-901.4.1

Brooks, F. P., “Grasping reality through illusion — interactive graphics serving science,”
Proceedings of the SIGCHI conference on Human factors in computing syst€idPress,

1988, pp. 1-112.1

Buchholz, A., Takors, R., and Wandrey, C., “Quantification of intracellular metabolites in
escherichia coli k12 using liquid chromatographicelectrospray ionization tandem mass spec-

trometric techniquesAnalytical BiochemistryMol. 295, 2001, pp. 129-135.2

Card, S. K., MacKinlay, J. D., Shneiderman, B., and Card, Readings in Information
Visualization: Using Vision to ThinkMorgan Kaufmann Series in Interactive Technologies,

Academic Press, 1999.1,2.2.34.4,5.2



196

Bibliography

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

Carmel, L., Harel, D., and Koren, Y., “Drawing directed graphs using one-dimensional op-
timization,” Proceedings of the 10th International Symposium on Graph Drawing (GDP’02)

Vol. 2528 ofLecture Notes in Computer Scien&pringer, 2002, pp. 193-208.2.1

Cattell, R. B., “Factor analysis: an introduction to essentidsgmetrics Vol. 21, 1965,
pp. 190-2155.4.2

Chen, C., “Bridging the gap: The use of pathfinder networks in visual navigationrhal

of Visual Languages and Computingpl. 9, No. 3, 1998, pp. 267-284@.1

Chuah, M. C,, Roth, S. F., Mattis, J., and Kolojejchick, J., “SDM: Selective dynamic ma-
nipulation of visualizations,ACM Symposium on User Interface Software and Technplogy

1995, pp. 61-704.1

Cockburn, A., “Revisiting 2d vs 3d implications on spatial memoBtbceedings of the
fifth conference on Australasian user interfageistralian Computer Society, Inc., 2004, pp.

25-31.1.3

Cockburn, A. and McKenzie, B., “3d or not 3d?: evaluating the effect of the third dimen-
sion in a document management systelRrgceedings of the SIGCHI conference on Human

factors in computing system&CM Press, 2001, pp. 434-441.3

Cockburn, A. and McKenzie, B., “Evaluating the effectiveness of spatial memory in 2D and
3D physical and virtual environments?roceedings of the SIGCHI conference on Human

factors in computing systen8CM Press, 2002, pp. 203-21P.1

Coren, Y., Carmel, L., and Harel, D., “ACE: A fast multiscale eigenvectors computation for
drawing huge graphsProceedings of the IEEE Symposium on Information Visualization
(InfoVis 2002) IEEE, 2002, pp. 137-1448.2.1

Dandekar, T., Schuster, S., Snel, B., Huynen, M., and Bork, P., “Pathway alignment: appli-
cation to the comparative analysis of glycolytic enzym@& dchemical JournalVol. 343,

1999, pp. 115-1246.3, 6.4.1

Davidson, G. S., Wylie, B. N., and Boyack, K. W., “Cluster stability and the use of noise in
interpretation of clusteringProceedings of the IEEE Symposium on Information Visualiza-

tion 2001 (INFOVIS'0L)IEEE Computer Society, 2001, p. 28.1



Bibliography 197

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

Delwiche, C., Kuhsel, M., and Palmer, J., “Phylogenetic analysis of tufa sequences indicates
a cyanobacterial origin of all plastiddVlolecular Phylogenetics and Evolutipvol. 4, No. 2,

1995, pp. 110-1288, 6.17

Diehl, S. and ®rg, C., “Graphs, they are changing: Dynamic graph drawing for a sequence
of graphs,”’Proceedings of the 10th International Symposium on Graph Drawing (GD’02)
Vol. 2528 ofLecture Notes in Computer Scien&pringer, 2003, pp. 23-3@.3

Diehl, S., Girg, C., and Kerren, A., “Preserving the mental map using foresighted layout,”
Proceedings of Joint Eurographics — IEEE TCVG Symposium on Visualization (VisSym’'01)
IEEE, 2001, pp. 175-1841.3

Diestel, R.,Graph TheorySpringer, second edition ed., 201

do Nascimento, H. and Eades, P., “User hints for directed graph dravitnggeedings of
the 9th Symposium on Graph Drawing (GD’QMpl. 2265 ofLecture Notes in Computer
ScienceSpringer, 2001, pp. 205-219.2

Dodson, D., “Comaide: Information visualization using cooperative 3d diagram layout,”
Proceedings of the 3rd International Symposium on Graph Drawing (GD#&) 1027 of
Lecture Notes in Computer Scien&pringer, 1995, pp. 190-202.1, 3.2.1

Dwyer, T., “Three dimensional UML using force directed layodétistralian Symposium on
Information Visualisation, (invis.au 2001gdited by P. Eades and T. Pattison, ACS, Sydney,
Australia, 20013.2.1

Dwyer, T., “A scalable method for visualising changes in portfolio da®agc. of the Aus-
tralian Symp. on Information Visualisation (invis.aol. 24 of Conferences In Research

and Practice in Information Technologfustralian Computer Society, 2003.

Dwyer, T. and Eades, P., “Visualising a fund manager flow graph with columns and worms,”
Proceedings of the 6th International Conference on Information Visualisation,, IHEE

Computer Society, 2002.3.1, 5, 5.5
Dwyer, T. and Eckersley, B.1

Dwyer, T. and Gallagher, D., “Visualising changes in fund manager holdings in two and a

half dimensions,Journal of Information Visualisation - to appea2004.5



198 Bibliography

[50] Dwyer, T., Rolletschek, H., and Schreiber, F., “Representing experimental biological data in
metabolic networks,Proceedings of the second conference on Asia-Pacific bioinformatics

Australian Computer Society, Inc., 2004, pp. 13—-20.

[51] Dwyer, T. and Schreiber, F., “Optimal leaf ordering for two and a half dimensional phyloge-
netic tree visualisationProceedings of The Australian Symposium on Information Visuali-

sation (InVis.au'04)Vol. 35 of CRPIT, 2004, pp. 109-115/

[52] Eades, P., “A heuristic for graph drawing;ongress Numerantiunvol. 42, 1984, pp. 149—
160.3.2.1

[53] Eades, P. and Feng, Q., “Multilevel visualization of clustered graj3is,96 Lecture Notes

in Computer Scienc&/ol. 1190, Springer-Verlag, 1996, pp. 101-1#21

[54] Eades, P. and Kelly, D., “Heuristics for reducing crossings in 2-layered netwéalssCom-

binatoria, Vol. 21.A, 1986, pp. 89-984.3.2

[55] Eades, P. and Lin, X., “Spring algorithms and symmetiyijeor. Comput. SciVol. 240,
No. 2, 2000, pp. 379-408.2.1

[56] Eades, P. and Sugiyama, K., “How to draw a directed grapdytnal of Information Pro-
cessingVol. 13, 1990, pp. 424-4338.2.1

[57] Eades, P. and Wormald, N., “Edge crossings in drawings of bipartite grajlgsjithmica
Vol. 10, 1994, pp. 379-4031.3.24.3.2 7.3

[58] Eiseley, L. C.,The Immense Journgyintage: New York, 1957th ed., 1948.

[59] Everitt, B. S. and Dunn, GApplied Multivariate Data AnalysjsArnold London, 2001.
2.2.25.3

[60] Falkenstein, E., “Preferences for stock characteristics as revealed by mutual fund portfolio

holdings,”Journal of FinanceVol. 51, No. 1, 1996, pp. 111-135.1

[61] Felsenstein, J., “Phylip - phylogenetic inference packadelddistics Vol. 5, 1989,
pp. 164-166, Sedttp://evolution.genetics.washington.edu/phylip.
html . 1.4.36.4,6.4.3


http://evolution.genetics.washington.edu/phylip.html
http://evolution.genetics.washington.edu/phylip.html

Bibliography 199

[62] Feng, Q.Algorithms for drawing clustered graph®h.D. thesis, University of Newcastle,
1997.3.1

[63] Ferreira, A., “Building a reference combinatorial model for dynamic networks: Initial results

in evolving graphs,” Tech. Rep. 5041, INRIA, 20082, 8.4
[64] Fetter, W. A.,Computer GraphicsWA Benjamin, 1968, pp. 397-418.2

[65] Fiehn, O., Kopka, J., brmann, P., Altmann, T., Trethewey, R. N., and Willmitzer, L.,
“Metabolite profiling for plant functional genomicsiNature BiotechnologyVol. 18, 2000,
pp. 1157-11616.2

[66] Fisk, C. J. and Isett, D. D., “‘accel” automated circuit card etching lay@AC '65: Pro-
ceedings of the SHARE design automation proja€tM Press, New York, NY, USA, 1965,
pp. 9.1-9.313.2.1

[67] Fitch, W. M., “On the problem of discovering the most parsimonious trée¢ American

Naturalist, Vol. 111, 1977, pp. 223-2572..4.3 6.4

[68] Forst, C. V. and Schulten, K., “Phylogenetic analysis of metabolic pathwagsthal Molec-
ular Evolution Vol. 52, 2001, pp. 471-48%.3, 6.3.1, 6.4

[69] Forster, M., Pick, A., Raitner, M., Schreiber, F., and Brandenburg, F. J., “The system archi-
tecture of the biopath systenlfi Silico Biology Vol. 2, No. 3, 2002, pp. 415-4261.4.2
6.1.36.3.2

[70] Frick, A., Ludwig, A., and Mehldau, H., “A fast adaptive layout algorithm for undirected
graphs,”Proceedings of the 2nd International Symposium on Graph Drawing (GD&x1)
894, Springer, 1994, pp. 388-4082.1

[71] Friedrich, C. and Eades, P., “Graph drawing in motialgirnal of Graph Algorithms and
Applications Vol. 6, No. 3, 2002, pp. 353-373.2 4.4

[72] Friedrich, C. and Houle, M. E., “Graph drawing in motion ifoceedings of the 9th Inter-
national Symposium on Graph Drawing (GD’QMol. 2265 ofLecture Notes in Computer
ScienceSpringer, 2001, pp. 220-233.2, 4.4

[73] Fruchterman, T. and Reingold, E., “Graph drawing by force-directed placenSoftyare
Practice and Experien¢&/ol. 21, No. 11, 1991, pp. 1129-1163.2.1



200 Bibliography

[74] Gallagher, D. R.Investment Manager Characteristics, strategy and performaPioeD. the-
sis, The University of Sydney, 2002.4.1

[75] Gamma, E., Helm, R., Johnson, R., and VlissidesPésign Patterns Addison-Wesley,
1995.8.4

[76] Gansner, E. R., Koutsofios, E., North, S. C., and Vo, K.-P., “A technique for drawing directed
graphs,"IEEE Trans. Softw. EngVol. 19, No. 3, 1993, pp. 214-23@.3.2 4.3.2

[77] Gershon, N. and Eick, S. G., “Information visualizatio@dmputer Graphics and Applica-

tions Vol. 17, 1997, pp. 29-311.3
[78] Gibson, J. J.The Ecological Approach to Visual Perceptjdtioughton-Mifflin, 1979.2.2.2
[79] Gibson, W. NeuromancerAce Books New York, 19841

[80] Giertsen, C. and Lucas, A., “3d visualization for 2d gis: an analysis of the users needs and a

review of techniques,Computer Graphics Forumvol. 13, No. 3, 1994, pp. 1-12.1

[81] Gilbert, E. W., “Pioneer maps of health and disease in engla@dggraphical Journal
Vol. 124, 1958, pp. 172-183..1

[82] Goldberg, P. W., Golumbic, M. C., Kaplan, H., and Shamir, R., “Four strikes against physical
mapping of DNA,” Journal of Computational Biologyol. 2, No. 1, 1995, pp. 139-152.
6.3.3

[83] Goldman, N. and Narayanaswamy, K., “Software evolution through iterative prototyping,”
Proceedings of the 14th international conference on Software engine&iid Press, 1992,

pp. 158-1721.5

[84] Goto, S., Okuno, Y., Hattori, M., Nishioka, T., and Kanehisa, M., “LIGAND: database of
chemical compounds and reactions in biological pathways¢leic Acid Research/ol. 30,

2002, pp. 402-4046.1.3

[85] Gresh, D., Rogowitz, B., Tignor, M., and Maryland, E., "An interactive framework for visu-
alizing foreign currency exchange optionBfoceedings of the Conference on Visualization

IEEE Computer Society Press, 1999, pp. 453-456.1



Bibliography 201

[86] Gross, M., Sprenger, T., and Finger, J., “Visualizing information on a sphereceedings
of the IEEE Symposium on Information Visualization (InfoVis'@Bp7, pp. 11-161.4.1

[87] Hall, K. M., “An r-dimensional quadratic placement algorithnriylanagement Science
\Vol. 17, No. 3, 1970, pp. 219-2292.

[88] Hamming, R. W.Numerical Methods for Scientists and EnginedtsGraw-Hill, New York,
1962.5

[89] Harel, D. and Koren, Y., “A fast multi-scale method for drawing large grapPgteedings
of the 8th International Symposium on Graph Drawing (GD20®8). 1984, Springer, 2000,
pp. 183-1963.2.1

[90] Harel, D. and Koren, Y., “Graph drawing by high-dimensional embeddiAthteedings of
the 10th International Symposium on Graph Drawing (GD;0&)l. 2528 ofLecture Notes
in Computer Sciengé&pringer, 2002, pp. 207-219.2.1,5.4.2

[91] Hendrix, D., Cross, J. H., and Maghsoodloo, S., “The effectiveness of control structure dia-
grams in source code comprehension activitiSEE Transactions on Software Engineer-

ing, Vol. 28, No. 5, 2002, pp. 463-472.4.2 2.4.5

[92] Heymans, M. and Singh, A. K., “Deriving phylogenetic trees from the similarity analysis of

metabolic pathwaysBioinformatics Vol. 19, No. Suppl. 1, 2003, pp. 138-1464

[93] Himsolt, M., “Graphlet: Design and implementation of a graph edit®gftware — Practice

and ExperienceVol. 30, No. 11, pp. 13031
[94] Himsolt, M., “GML.: A portable graph file format,” Tech. rep., University of Passau, 1997.

[95] Hofestdt, R. and Thelen, S., “Qualitative modeling of biochemical networks Silico
Biology, Vol. 1, No. 1, 1998, pp. 39-5&.1.1

[96] Holmes, E. C., Bollyky, P. L., Nee, S., Rambaut, A., Garnett, G., and Harvey, Ret.|Uses
for New Phylogeniexhap. Using phylogenetic trees to reconstruct the history of infectious

disease epidemics, Oxford University Press, 1996, pp. 169-6186.

[97] Hong, S., “Drawing graphs symmetrically in three dimensioRsgceedings of the 9th Inter-
national Symposium on Graph Drawing (GD’QMol. 2265 ofLecture Notes in Computer
ScienceSpringer, 2002, pp. 189-203.2.1



202 Bibliography

[98] Hong, S. and Eades, P., “Drawing trees symmetrically in three dimensialgatithmica
\Vol. 36, No. 2, 20033.2.1

[99] Hong, S. and Murtagh, T., “Polyplane: a new layout algorithm for trees in three dimensions,”

Tech. Rep. IT-IVG-2003-01, University of Sydney, 200832.1

[100] Hosobe, H., “A high-dimensional approach to interactive graph visualizatftmgeedings
of the 19th Annual ACM Symposium on Applied Computing (SAC2064 R, ACM Press,
2004, pp. 1253-1257B3.2.1

[101] Howell, D. C.,Fundamental Statistics for the Behavioural Scien&esxbury Press, 4th ed.,
1999.1.52.4.22.4.5

[102] Huang, M. L., Eades, P., and Wang, J., “On-line animated visualization of huge graphs using
a modified spring algorithm Journal of Visual Languages and Computingl. 9, No. 6,
1998, pp. 623-64%4.3

[103] Hughes, T., Hyun, Y., and Liberles, D. A., “Visualising very large phylogenetic trees in three
dimensional hyperbolic spacdBMC BioinformaticsVol. 5, No. 1, 2004, pp. 48-53..4.3

[104] id software, “id history,” hitp://www.idsoftware.com/business/history/ ,

2004.2.1

[105] Jacobs, P. FRapid Prototyping and Manufacturing: Fundamentals of Stereolithography
Society of Manufacturing Engineers, 19921

[106] Jick, T. D., “Mixing qualitative and quantitative methods: Triangulation in actigalfinis-
trative Science Quarterjyvol. 24, 1979, pp. 602—61%.4, 6.4.2

[107] Junger, M. and Mutzel, P., “2-layer straightline crossing minimization: Performance of exact
and heuristic algorithmsJournal of Graph Algorithms and Applications (JGAApI. 1,
No. 1, 1997, pp. 1-2%4.3.24.3.2 7.6

[108] Kamada, T.Visualizing Abstract Objects and Relatioidorld Scientific, 19893.2

[109] Kamada, T. and Kawai, S., “An algorithm for drawing general undirected graftiesfma-

tion Processing Letters/ol. 31, No. 1, 1989, pp. 7-18.2.1


http://www.idsoftware.com/business/history/

Bibliography 203

[110] Kanehisa, M. and Goto, S., “Kegg: kyoto encyclopedia of genes and gendvuedgic Acid
ResearchVol. 28, 2000, pp. 27-301.4.2 6.3.2

[111] Karp, P. D. and Paley, S. M., “Automated drawing of metabolic pathwdmteedings of
the 3rd International Conference on Bioinformatics and Genome Resekdéd, pp. 225—
238.6.1.2

[112] Kasmarik, K. and Thurbon, J., “Experimental evaluation of a program visualisation tool for
use in computer science educatioRfbceedings of the Australian Symposium on Informa-
tion Visualisation, 2003vol. 24 of CRPIT, Australian Computer Society, 2003, pp. 111-116.
242245

[113] Kaufmann, M. and Wagner, D., editof3rawing Graphs: Methods and Modelsol. 2025
of Lecture Notes in Computer Scien&pringer, 20013.2, 3.2.1,3.2.1,3.2.1,4.3.2

[114] Keim, D. A., “Designing pixel-oriented visualization techniques: Theory and applications,”
IEEE Transactions on Visualization and Computer Graphigd. 6, No. 1, 2000, pp. 59-78.
6.3.3

[115] Keskin, C. and Vogelmann, V., “Effective visualization of hierarchical graphs with the
cityscape metaphorWorkshop on New Paradigms in Information Visualization and Ma-

nipulation 1997, pp. 52-574.1
[116] Kirk, D. B., “The future of graphics computing,” Tech. rep., NVIDIA Corporation, 2002

[117] Klingner, J. and Amenta, N., “Case study: Visualing sets of evolutionary trees;eedings
of IEEE Information Visualization, 2002002, pp. 71-741.4.37.2.1,7.6,7.6.1

[118] Koike, H., “The role of another spatial dimension in software visualizatida@M Trans. Inf.

Syst, Vol. 11, No. 3, 1993, pp. 266—28@.2

[119] Koren, Y. and Carmel, L., “Visualization of labeled data using linear transformatiens;”
ceedings of the IEEE Symposium on Information Visualization (InfoVis 2008, 2003,
pp. 121-1285.3

[120] Kraak, M.-J., “Geovisualization illustrated SPRS Journal of Photogrammetry and Remote

SensingVol. 57, 2003, pp. 390-3949..3(b)



204 Bibliography

[121] Krikke, J., “A chinese perspective for cyberspadée International Institute for Asian Stud-

ies Newsletter1996.2.1, 2

[122] Kruskal, J. B., “Multidimensional scaling by optimizing goodness of fit to a nonmetric hy-

pothesis,"Psychometrikavol. 29, 1964, pp. 1-643.2.1

[123] Kruskal, J. B. and Seery, J. B., “Designing network diagrarRsgceedings of the First
General Conference on Social GraphitsS. Dept. of the Census, 1980, pp. 22-32.1

[124] Lewvy, E., Zacks, J., Tversky, B., and Schiano, D., “Gratuitous graphics? putting preferences
in perspective,Symposium on Computer Human Interaction (CHI;98TM, 1996, pp. 42—
49.1.3

[125] Liao, L., Kim, S., and Tomb, J. F., “Genome comparisons based on profiles of metabolic
pathways,Proceedings of the 6th International Conference on Knowledge-Based Intelligent

Information and Engineering Systems (KES ;G)02, pp. 469-476.3 6.3.1, 6.4

[126] Lipton, R. J., North, S. C., and Sandberg, J. S., “A method for drawing graple;eedings
of the first annual symposium on Computational geom&@M Press, 1985, pp. 153-160.
3.2.1

[127] Makarenkov, V., “T-REX: reconstructing and visualizing phylogenetic trees and reticulation

networks,”Bioinformatics Vol. 17, No. 7, 2001, pp. 664-668.4.3
[128] Manning, J.Geometric Symmetry in GraphBh.D. thesis, Purdue University, 199802.1

[129] Marr, D., Vision: A Computational Investigation into the Human Representation and Pro-

cessing of Visual InformatioW. H. Freeman, 1982.1

[130] Marr, D. and Nishihara, H. K., “Representation and recognition of the spatial organization of
three-dimensional shape$toceedings of the Royal Society of Londdal. 200 of B, The
Royal Society, 1978, pp. 269-292.1

[131] Martin, G. E.,Transformation Geometry, an Introduction to symmggpringer, 19823.2.1

[132] Mayer, M. L. and Hieter, P., “Protein networks — built by associatidtgture Biotechnol-
ogy, Vol. 18, No. 12, 2000, pp. 1242-1248.4.2



Bibliography 205

[133] McCormick, B. H., DeFanti, T. A., and Brown, M. D., “Visualization in scientific comput-

ing,” Computer Graphicsvol. 21, No. 6, 19871.1

[134] McCracken, P. and Otherspwards Full Employment and Price Stabilitprganisation for
Economic Co-Operation and Development (OECD), 1973.

[135] Merrick, D., Skeletal Animation for the Exploration of Graphdaster’s thesis, School of
Information Technologies, The University of Sydney, 2082

[136] Michal, G., “Biochemical pathways (poster),” 1998B4.2 1.8, 6.3.2
[137] Michal, G.,Biochemical PathwaysSpektrum Akademischer, 1999.4.2

[138] Microsystems, S., “Project looking glasshttp://www.sun.com/software/

looking_glass  ,2004.2.1

[139] Misue, K., Eades, P., Lai, W., and Sugiyama, K., “Layout adjustment and the mental map,”
Journal of Visual Languages and Computivgl. 6, No. 2, 1995, pp. 183-21@.4

[140] Morris, S., Asnake, B., and Yen, G., “Optimal dendrogram seriation using simulated anneal-

ing,” Information VisualizationVol. 2, No. 2, 2003, pp. 95-104..4.3 7.3

[141] Munzner, T., “Exploring large graphs in 3d hyperbolic spateE2E Computer Graphics and
Applications Vol. 18, No. 4, 1998, pp. 18-23.2.1

[142] Munzner, T., Guimbreéire, F., Tasiran, S., Zhang, L., and Zhou, Y., “Treejuxtaposer: Scal-
able tree comparison using focus+context with guaranteed visibiftpteedings of SIG-

GRAPH 2003.1.4.37.2.1,7.6.1

[143] Murgai, R., Fujita, M., and Krishnan, S. C., “Data sequencing for minimum-transition trans-
mission,” Proceedings of the 9th IFIP International Conference on Very Large Scale Inte-

gration (VLSI'97) 1997.6.3.3 6.3.3

[144] Nakao, M., Bono, H., Kawashima, S., Kamiya, T., Sato, K., Goto, S., and Kanehisa, M.,
“Genome-scale gene expression analysis and pathway reconstruction in®eggyhe In-

formatics Vol. 10, 1999, pp. 94-103%.2

[145] Nei, M. and Kumar, S.Molecular Evolution and Phylogenetic®xford University Press,

2000.7.6.1


http://www.sun.com/software/looking_glass
http://www.sun.com/software/looking_glass

206

Bibliography

[146]

[147]

[148]

[149]

[150]

[151]

[152]

[153]

[154]

[155]

Nesbitt, K.,Designing Multi-sensory Displays for Abstract Dakh.D. thesis, University of
Sydney, 20031.4.1

Nesbitt, K. and Friedrich, C., “Applying gestalt principals to animated visualizations of net-
work data,”Proceedings of the Sixth International Conference on Information Visualisation

(IV'02), IEEE Computer Society, 2002, pp. 737-78%2

North, S. C. and Woodhull, G., “Online hierarchical graph drawirgrdceedings of the
9th International Symposium on Graph Drawing (GD’0lpl. 2265 ofLecture Notes in
Computer Sciengé&pringer, 2002, pp. 232—-248.3

Ogata, H., Fugibuchi, W., Goto, S., and Kanehisa, M., “A heuristic graph comparison al-
gorithm and its application to detect functionally related enzyme clustBigileic Acids

ResearchVol. 28, No. 20, 2000, pp. 4021-4028.3.1

Page, R. D. M., “Treeview: An application to display phylogenetic trees on personal com-

puters,”"Computer Applications in the Bioscienc®®l. 12, No. 4, 1996, pp. 357-358.4.3

Parker, G., Franck, G., and Ware, C., “Visualization of large nested graphs in 3d: Navigation
and interaction,Journal of Visual Languages and Computivgl. 9, No. 3, 1998, pp. 299—
317.2.4.23.23.2.1

Pinnuck, M., “Stock preferences and derivatives activities of australian fund managers,”

counting and Financevol. 44, No. 1, 2004, pp. 97-126.1

Purchase, H., “Which aesthetic has the greatest effect on human understaPdingédings
of the 5th International Symposium on Graph Drawing (GD;9%)I. 1353, Springer, 1997,
pp. 248-2613.2, 3.2.1

Quigley, A. and Eades, P., “Fade: Graph drawing, clustering, and visual abstraBtion,”
ceedings of the 8th International Symposium on Graph Drawing (GD20@dl) 1984,
Springer, 2000, pp. 197-216.2.1

Reddy, V. N., Mavrovouniotis, M. L., and Liebman, M. N., “Petri net representations of
metabolic pathwaysProceedings of the 1st International Conference on Intelligent Systems

for Molecular Biology (ISMB’93)1993, pp. 328-336.1.1



Bibliography 207

[156] Reingold, E. and Tilford, J., “Tidier drawings of treeffEE Transaction on Software Engi-
neering Vol. SE-7, No. 2, 1981, pp. 223-228.2.1

[157] Roberts, J. C., editoRroceedings of the conference on Coordinated and Multiple Views In

Exploratory VisualizationlEEE Computer Society, 2008.4.2

[158] Robertson, G. G., Czerwinski, M., Larson, K., Robbins, D. C., Thiel, D., and van Dantzich,
M., “Data mountain: Using spatial memory for document managemaa@i Symposium

on User Interface Software and Technolpf998, pp. 153-1621.3 2.1

[159] Robertson, G. G., Mackinlay, J. D., and Card, S. K., “Cone trees: animated 3d visualizations
of hierarchical information,’Proceedings of the SIGCHI conference on Human factors in

computing system#&CM Press, 1991, pp. 189-193.2.1, 4.1

[160] Robinson, A. H., “The thematic maps of Charles Joseph Mindmlggo Mundj Vol. 21,
1967, pp. 95-1081.1, 1.3(a)

[161] Robinson, D. and Foulds, L., “Comparison of phylogenetic treddthematical Bio-
sciences\Vol. 53, 1981, pp. 131-147..6.2

[162] Roessner, U., Wagner, C., Kopka, J., Trethewey, R. N., and Willmitzer, L., “Simultaneous
analysis of metabolites in potato tuber by gas chromatography-mass spectroiletny,”

Journal Vol. 23, 2000, pp. 131-144.2

[163] Roll, R., “A mean/variance analysis of tracking erra¥gurnal of Portfolio Management

Vol. 18, No. 4, 1992, pp. 13-2%.4.1

[164] Rost, U. and Bauer-Bornberg, E., “Treewiz: interactive exploration of huge tigidrifor-

matics Vol. 18, No. 1, 2002, pp. 109-114.4.3

[165] Ryall, K., Marks, J., and Shieber, S. M., “An interactive constraint-based system for drawing
graphs,”ACM Symposium on User Interface Software and Technplt@97, pp. 97-104.
3.2

[166] Saitou, N. and Nei, M., “The neighbor-joining method: a new method for reconstructing
phylogenetic trees,Molecular Biology and EvolutionVol. 4, No. 4, 1987, pp. 406—425.
6.4.3



208 Bibliography

[167] Scaife, M. and Rogers, Y., “Extenal cognition: How do graphical representations work,”

International Journal of Human-Computer Studigsl. 45, No. 2, 1996, pp. 185-213.4

[168] Schacherer, F., Choi, C., Gotze, U., Krull, M., Pistor, S., and Wingender, E., “The
TRANSPATH signal transduction database: a knowledge base on signal transduction net-

works,” Bioinformatics Vol. 17, No. 11, 2001, pp. 1053-105%.4.2

[169] Schreiber, F., “High quality visualization of biochemical pathways in biopdti,Silico
Biology, Vol. 2, No. 6, 2002, pp. 59-73..4.2 6.1.2

[170] Schreiber, F., “Visual comparison of metabolic pathways(irnal of Visual Languages and

Computing Vol. 14, No. 4, 2003, pp. 327-346.3.2 6.12

[171] Sebrechts, M. M., Cugini, J. V., Laskowski, S. J., Vasilakis, J., and Miller, M. S., “Visu-
alization of search results: a comparative evaluation of text, 2d, and 3d interfS¢€R
'99: Proceedings of the 22nd annual international ACM SIGIR conference on Research and

development in information retrieyahCM Press, 1999, pp. 3—16.

[172] Shiozawa, H., ichi Okada, K., and Matsushita, Y., “3d interactive visualization for inter-cell
dependencies of spreadsheeRibceedings of the 1999 IEEE Symposium on Information

Visualization IEEE Computer Society, 1999, p. 78.1

[173] Shneiderman, B., “Tree visualization with treemaps: A 2-D space filling approa€ii
Transactions on Graphi¢d/l. 11, No. 1, 1992, pp. 92-99.4.1

[174] Sirava, M. ., Schfer, T., Eiglsperger, T., Kaufmann, M., Kohlbacker, O., Bornberg-Bauer, E.,
and Lenhof, H. P., “Biominer — modeling, analyzing and visualizing biochemical pathways

and networks,Bioinformatics Vol. 18, No. Suppl. 2, 2002, pp. S219-S2801.2 6.3.2
[175] SmartMoney, “Market map http://www.smartmoney.com/marketmap/ .1.4.1

[176] Soukup, T.\Visual Data Mining: Techniques and Tools for Data Visualization and Mining
John Wiley and Sons Inc, 2002.1

[177] Spence, R.Information VisualizationACM Press, 20001

[178] Spencer, R., “The streamlined cognitive walkthrough meth&yjinhposium on Computer
Human Interaction (CHI’200Q)ACM, 2000, pp. 353-3591.5


http://www.smartmoney.com/marketmap/

Bibliography 209

[179] Stewart, C., Hart, D., Berry, D., Olson, G., Wernert, E., and Fischer, W., “Parallel implemen-
tation and performance of fastDNAmMI — a program for maximum likelihood phylogenetic

inference,”Proceedings of SC200ACM, 2001.1.4.37.1,7.2.2

[180] Sugiyama, K. and Misue, K., “Graph drawing by the magnetic spring modeljtnal of
Visual Languages and Computingpl. 6, No. 3, 1995, pp. 217-238.2.1

[181] Sutherland, I. E., “The ultimate display?roceedings of the IFIP congresk965, pp. 506—
508.1.2

[182] Swan, R. C. and Allan, J., “Aspect windows, 3-d visualizations, and indirect comparisons
of information retrieval systems3IGIR '98: Proceedings of the 21st annual international
ACM SIGIR conference on Research and development in information refrigvigl Press,

1998, pp. 173-1814

[183] Tavanti, M. and Lind, M., “2d vs 3d, implications on spatial memoBxbceedings of the
IEEE Symposium on Information Visualization 2001 (INFOVIS'EEE Computer Society,
2001, pp. 139-1461.3

[184] Tegarden, D., “Business information visualizatio@bmmunications of the Association of

Information System$/ol. 1, No. 4, 1999.1.4.1

[185] Tohsato, Y., Matsuda, H., and Hashimoto, A., “A multiple alignment algorithm for metabolic
pathway analysis using enzyme hierarcirbceedings of the 8th International Conference

on Intelligent Systems for Molecular Biology (ISMB '02D00, pp. 376—-383%.3,6.3.1
[186] Tufte, E. R.,Envisioning InformationGraphics Press, 199Q.
[187] Tufte, E. R. Visual ExplanationsGraphics Press, 1997.1
[188] Tufte, E. R.,The visual display of quantitative informatioBraphics Press, 2001, 1.3, 2.3

[189] Tutte, W. T., “How to draw a graphProceedings of the London Math Sociefgl. 13, No. 3,
1963, pp. 743-7683.2.1, 7.5

[190] Varshney, A. and Kaufman, A., “Finesse: A financial information spreadst&reigeedings

of the IEEE Information Visualization Symposiwbl. 125, IEEE, 1996, pp. 70-72.4.1

[191] Wainer, H.,Visual Revelationd.awrence Erlbaum Associates, 19971.2(b) 1.4.1



210 Bibliography

[192] Walshaw, C., “A multilevel algorithm for force-directed graph drawingrbceedings of the
8th International Symposium on Graph Drawing (GD2Q0@)!. 1984, Springer, 2000, pp.
171-182.3.2.1

[193] Ware, C. Information Visualization: Perception for DesigMorgan Kaufmann, 19992.3,

2.5

[194] Ware, C., “Designing with a%d attitude,’Information Design JournaMlol. 10, No. 3, 2001,
pp. 258-2652.1

[195] Ware, C. and Franck, G., “Viewing a graph in a virtual reality display is three times as good

as a 2-D diagram JEEE Conference on Visual Languagé&994, pp. 182-183%.4.2 6.5

[196] Ware, C. and Franck, G., “Evaluating stereo and motion cues for visualizing information nets

in three dimensions ACM Transactions on Graphicsol. 15, No. 2, 1996, pp. 121-148.2

[197] Ware, C., Purchase, H., Colpoys, L., and McGill, M., “Cognitive measurements of graph
aesthetics,Information Visualization\Vol. 1, No. 2, 2002, pp. 103-11@3.2

[198] Wegenkittl, R., loffelmann, H., and Giller, E., “Visualizing the behavior of higher dimen-
sional dynamical systemsProceedings of the 8th conference on Visualization '&EE

Computer Society Press, 1997, pp. 119-128.3

[199] Wharton, C., Rieman, J., Lewis, C., and PolsonUBability Inspection Methodghap. The
Cognitive Walkthrough Method: A Practioner’s Guide, John Wiley and Sons, Inc, 1994.

[200] Wittig, U. and Beuckelaer, A. D., “Analysis and comparison of metabolic pathway

databasespBriefings in BioinformaticVol. 2, No. 2, 2001, pp. 126-143.1.3

[201] Wohlers, T., “2.5D systems,http://rapid.lpt.fi/archives/rp-ml-1996/
1044.html ,1996.2.1, 4

[202] Wolf, D., Gray, C. P., and de Saizieu, A., “Visualising gene expression in its metabolic

context,”Briefings in Bioinformaticsvol. 1, No. 3, 2000, pp. 297-304.2

[203] Wright, W., “Research report: information animation applications in the capital markets,”
Proceedings of the 1995 IEEE Symposium on Information VisualizattE Computer
Society, 1995, p. 191.4.1


http://rapid.lpt.fi/archives/rp-ml-1996/1044.html
http://rapid.lpt.fi/archives/rp-ml-1996/1044.html

Bibliography -1

[204] Zhou, Y. and Liu, J., “AVA: visual analysis of gene expression microarray dataihfor-

matics Vol. 19, No. 2, 2003, pp. 293-294.2

format.









APPENDIX / \

Sample Interview Transcriptions

The following are sample transcriptions of typical interviews. Three interviews have been chosen

which capture feedback related to the three different case study domains. Source materials have

been stored and are available upon request.

The left most column in each table identifies the speaker. “Int.” is the interviewer, “A.” is the

answer or response. When more than one subject was present in the interview answers from each

participant are labelled “Al.”, “A2.”, etc. The middle column is the transcription text. The last

column shows notes made in the course of analysing the feedback.

A.0.1 Fund Manager Movement

The participant was a researcher in the field of fund manager performance analysis. He has been

briefed on the “cognitive walkthrough” design of the study, i.e. that there will be a guided use of

the tool to explore the data-set, and asked to comment on the visual paradigm. Some explanation

about the systems by the interviewer has been omitted from the transcription. The interview lasted

about one hour.

Spkr

Transcription

Notes

Int.

Each of these separate lines is a Fund Manager and the way it's arr
is that at each point in time which corresponds to the third dimen
I've arranged the Fund Managers relative to the Index so that the c
a dot representing Fund Manager is to be indexed

Where is the Index?

ampedonstrating  “worm”
sifimd manager movement
logsualisation




Sample Interview Transcriptions

Int.

Int.

Int.

The Index is the blue dot in the middle of the 2D view, and in the
view if there wasn't such a cluster of Fund Managers around the In

3D
dex,

then you'd be able to see it as a blue bar in the middle. So the closer a

Fund Manager is physically placed to the Index, then the more simi

weighted the portfolio is at that point in time. | won't explain the intr

arly

cacies of how I've projected the high dimensional portfolio space dpwn
to the 2D location, but it's only important for you to understand that
the more closely situated two points are in space, then the more clpsely

weighted their portfolios are.

Each of these spikes is placed on a 2D plane relative to where a portfolio

that is fully weighted in one market sector would be placed. So they

act

as markers for comparing the weightings of portfolios. So this yellow

spike corresponds to the banking sector, so a portfolio 100% weig
in the banking sector would also be placed in this position. And

hted
the

height of the spike corresponds to the bar on the left-hand list of mar-

ket sectors which shows the percentage of market share of that m
sector. So for the banking sector, 17% of all Fund Managers’ hold
are in the banking sector. The lines representing Fund Managers w

arket
ings
iggle

which indicate that their weighting is changing over time, either dug to

trading or changing share value in each market sector. | can mov
water level up and down which corresponds to the time period sh
in the 2D cross section and you can see that our data-set runs

e the
own
from

September, 2001 to August, 2002. We can select an area closer to the

Index.
All these points are return, right?

No, it's the total weighting of the portfolio so a portfolio that's worth
billion pounds will be positioned in the same place as a portfolio th

return relative to the in-
dex turns out to be anim-
portant requirement
a

at's

worth a hundred thousand pounds if they have the same balance across

market sectors.
Oh | see.

So here I'm sweeping out an area closer to the Index to eliminat
the outlying portfolios, so that we can get a closer look at the po
lios more closely weighted to the Index. That brings up a new wing
showing a smaller number of Fund Manager worms and we can Z
in to see more detailed movement. You can see that the Index is
more clearly visible as a blue column in the centre.

What's to the left, and what's to the right and what are the axes?

e all
tfo-
jow
oom
now

typical response — it
takes some time for peo-
ple used to scatter plots
or charts directly map-

ping the relationship be-

tween two variables, to
understand the concept
of dimensional scaling.

Where only the relative
distance between points

is important.



Sample Interview Transcriptions

Int.

Int.

Int.

Int.

Int.

Int.

Int.

There actually isn’t an axis. Remember that portfolios are positioned in
2D purely based on their weightings across market sectors. This set of
portfolios appears to be spread out more along one axis, that's because
there is one dimension which captures much more movement than the
other dimension. That is producing most of the variance in the data.
I'd say the dimension is probably one of these market sectors here, or a
combination of the market sectors represented by the spikes lying along
this axis. So if we bring up a more conventional 3D chart view of pne
of the portfolios lying along the axis, then we can see the change in
weightings in more detail.
So the previous graph that you showed me shows the weighting aeferring to the 3D area
point in time. chart view.

No, again it's across the entire time period. So each of the colour areas

is one market sector and time is the depth axis.
So for each depth position in the graph, there is one corresponding po-
sition in the plane shown in the 3D window?
Yes, exactly. So the chief components of the variance shown here will
be these market sectors along here. Is all that making sense?
| still don’t get .... You have the FTSE in the middle ... so what doesstill struggling to under-
mean for this fund (pointing) relative to that fund? What's the left arstand dimensional scal-
the right? ing

All it means is that they are spaced relative to difference between the

portfolios. By distance | mean that we actually calculate a measure of

difference between the weightings of the portfolios and the Index, so

the portfolio you pointed to first is weighted differently to the Index,

but the portfolio you pointed to on the right is also weighted differently

to the Index, but more differently to the first portfolio. So if we bring up

the chart view of the two portfolios that you pointed to .... we can see

that they are indeed weighted differently in a number of market sectors.

So more than that, you can see that in the 3D view as time goes on, the

two portfolios come closer together, and looking at the chart views we

can see that this is reflected in their relative weightings. They bedome

more similarly weighted. So does that make any sense now?
Yep.

So we have explored a data set a little bit. If you were going to explat#empting to guide a
the data set further and you had this tool available to you, what wpwalognitive walk-through
you be interested in looking at next?
OK firstly, can we go back to the view of the entire data set that you|had
initially.
So, what do you notice about this picture? What strikes you as warthy
of further investigation?
So looking at this, the first thing I'd like to know is what are the outliersfeturn
And I'd like to know what is the return for each of them, what is their
profit relative to the Index? Because then you can tell which one is
performing better, and which ones are performing worse.
So the way | am showing return here is through colour, and the thickneksuld probably show
of the column. So the total value of each portfolio is represented by {efit or loss relative to
thickness of the column, and increase or decrease in value is showmhiey index, i.e. the ana-
colour, so green means that the portfolio has increased in value (madests definition of return
profit) , and red means that the portfolio has decreased in value (madera passive fund

loss) and black means staying about the same.




Sample Interview Transcriptions A-7

A.

Int.

Int.

Int.

Int.

Int.

Int.

Right well I'd like to be able to drill down and see the actual value of trenother recurring theme
portfolio, and not just that but what you really want to know is whicls the need for more flex-
one did best and which one did worst, and why. So who is the pédde interactivity
performer in the group? So the colour tells me that a little bit, but |

can't tell which one is best.

So | guess you need to be able to filter it in some way.
Yes maybe by changing colouring to show different attributes. Maybeed for interactive
by marking the best performer in a colour that stands out, like yellolrowsing, flexible data
And you want to know at what time it was the best performer, so|fquery / filtering / map-
example if they make 100% return in the first quarter, but then makeiag of visual attributes
loss for the rest of the period, that’s information that you need to knotw.data attributes

And you want to know the time series for their return. | can’t look at|all

of these and know specific details about them. | need somewhere 1o get

more detail.
OK, so let’s look at it in a more detailed section. Let's go back toa further detailed ex-
section closer to the Index because the quality of this data set mealagation of sources of
that many of the outliers are probably due to incomplete data. errors in the data fol-
lows but has been omit-
ted from transcription
Yes, half the time Fund Managers themselves don’t know what they're

holding.
Yep, that’s a bit scary. Now that we've zoomed into the portfolios more
closely weighted to the Index, we have eliminated a lot of the smaller
outlying funds, and one would hope that the quality of the data shpuld
on average be better. So we can see the variance in more detail. IS there
anything here, any patterns that you find interesting, that you'd like to
know more about?
So obviously I'd like to know what that thick one standing on its owreturn / interactivity
is doing. What kind of fund is it? Active or passive? Because the per-

formances of funds that track the Index are measured as their devjation

from the Index. So if this is an Index fund, then I'd say by definition the

to the Index.

Unfortunately, our data set doesn’t give us that kind of information. It

towards passive traders.

So there’s a couple of other things I'd like to know. Can you tell
which one is the best performer in terms of return?

Probably not easily from this view by looking at the colour, but
could easily add some logic to the programme to determine return by
actually calculating from the data.
So if you click on that guy, can you tell me his holdings? I'd like |to
know what that kink in the line means.
Yes we can bring up the chart view again to get a closer look. (brings up
chart view) It looks like the kink is due to incompleteness of the data.
The data is missing for these market sectors before about March, 2002.



Sample Interview Transcriptions

Int.

Int.

Int.

That's good because | would want to know that too. It's important interactivity / flexible
know where the problems in the data are. So looking at this portfdata-filtering/mapping
lio, it looks like banks make up the largest part of the holding.
like to know now, are all the portfolios that we're examining that hold
banks performing in the same way? And I'd like to know which bapk-
ing stocks they’re holding. I'd like to be able to drill down to this level
of detail just to show how actual stocks are moving. I'd like in your
chart view to be able to click on one of the market sectors and bring up
a desegregated view showing the movement of portfolios just within the
banking sector, in terms of their component stocks.
OK, yes that's a good idea. The other thing that I'm trying to do in this
study though is to evaluate the actual paradigm, the style of visualisa-
tion, visualising a spread of high dimensional data in a 3D visualisation.
So looking at this visualisation, how does it compare to the visualisation
or charting tools that you'd usually use to do this type of analysis?
I'm coming from a research approach myself, so usually our research
is driven by an idea or a hunch that we form based on experience.| And
then we use data base queries and visualisation of charts and sg on to
test the theories. So it seems like this tool gives us a new approach
in terms of visualising the entire data set naively in order to search for
anomalies that we may not have expected.
It would be nice to be able to study the Index addition collision, that is,
the stocks that are in the Index change all the time. And so one of the
things that we’re interested in is when a stock is removed from the Index
or added to it. What strategy do the fund managers use to try and match
the weighting in the Index. So the Index changes occur suddenly and
with significant effect on the weighting which is impossible for traders
to match exactly, and they may have to take a loss in order to match the
Index. Normally we'd study time series charts of an individual man-
ager’s holdings in one stock or sector at a time. I’'m not sure how that
sort of behaviour would look in this type of visualisation.
So what I'm trying to do with this visualisation is to condense all the
movements from a number of portfolios and a large number of stocks
or market sectors into a single display. So for example, if we look at
this particular group here, you can see that at the end of the time period
they all seem to move towards the Index at the same time. Is seeing that
kind of behaviour interesting to you?

Yes, now that you point it out, it would be interesting to know if ther

research. We'd probably need to break it down into what they sell,
they underweight and what they overweight.

So | assume you'll be able to tell me that to some degree from this tool,
so can we find out what sector they have changed their weighting in, by
clicking on one and bringing up the chart?.
It looks like there’s a significant change in media and photography, Operator brings up chart
for one fund manager



Sample Interview Transcriptions A-9

A. OK, I don’'t know how the industries are broken down, but it could|biateractivity
that there’'s something drastic happened to the value of one stock. We'd
have to break it down further to find out in detail.
Int.  Would I be right in saying that for you the most important thing in this
kind of visualisation is flexibility in terms of being able to break down
the data in any number of different ways in order to answer different
questions that arise in your analysis?

A. Yes, | normally approach this kind of analysis top down. Is there a way
that you can zoom down into industry sectors to get a detailed view by
stock?

Int.  Yes, it's just a matter of changing the way the data is aggregated, but
unfortunately it requires a bit of programming, so | can’t do it right
now.

A. It looks like one or two of the spikes representing market sectors are
much further away from the centre than others. Why would that bef?

Int.  It's probably that those sectors account for more of the variance [than
others, remember that their position relates to the position where a|port-

folio that was completely weighted in one of those sectors would be
placed.

A. But how does that reflect the changes in market share of the sector over
time?

Int.  Actually that's a good point. We could probably show them in a similar

way to the portfolios themselves, as 'wiggly’ worms changing position

and thickness throughout the entire time period, rather than just ah ag-

gregate, single position and height as they are now.
A. Yes, because changes in stocks in particular industries may account for

a large amount of movement across a number of portfolios, for example,

if something happens to NAB in the banking sector, for example they go

bankrupt or merge, then that will affect everyone who is holding NAB.
Int.  Yes, that's a really good point and also the way I’'m using height of| tlaéternative mapping for

spikes to show average market share of the sectors over the entire pesgotor markers

is overloading the third dimension which breaks the metaphor a bit and

is probably confusing.
A. Yes, it's probably better to show the sector value using thickness the

same way you did for portfolios. You have two issues here, one is the

cross sectional position, the other is the time series and being able to

integrate them is quite powerful.
Int.  There’s another visualisation tool that I'd like to show you which shov&hows the column view

a more detailed view of the movement within an individual portfoliozisualisation tool. More

This captures similar detail to the 3D chart view of one portfolio thaletailed explanation fol-

we showed earlier, but presents it in a different way. lows but is omitted from
transcription
A. Looking at that, what | want to know is, | can see that there seems to be

some sort of correlation between the average stock price in each market

sector and the movement of the fund manager between them. [Pointing

to individual sector columns in the visualisation]. To me there’s enough

evidence there to show that there’s some sort of story. And the [next

thing | want to know is, does it apply to all the funds? It's good if

there’s something there in this tool that suggests what | need to|look

for. The next thing is, as a researcher, | need to ask if there’s something

there, does it apply to all the funds, and if yes, then | need to know

what events does it relate it, what stocks, what industry, is it because of

insider trading or predictability, there’s a lot of issues that explain why.

That's good, | like that.
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Int.  I've observed this (movement from sectors decreasing in value to|sec-
tors increasing in value) in a number of portfolios. Unfortunately, be-
cause of the granularity of the data, it is impossible to tell whethen the
movement comes before the change or after the change.

A. Yes, that would be a very useful thing to know. So once we've obsefved
this at a particular point in time for a particular portfolio, we probably
need to go back and get more data somehow, but if you had really good
quality data, then this would be an excellent tool for examining this
type of movement. If you had daily data or even intra day data, then
this would open up a whole lot of areas of study in terms of not anly
movement within the portfolio, but also market impact of large trades,
so for example, if a trader makes really substantial trades, how does that
affect the total value of the stock or the market or the sector? And we
might even make some money from it! (Laughs)

Int. I've presented these visualisation tools to you mostly as a way of ex-
ploring a data set, but there’s another use for visualisation tools which
is for explaining data to somebody else when you've already studi
and they've learned something about it. You can present those ideas to
somebody else using visualisation as a kind of reporting tool.

A. Yes it's possible that this might be useful for explaining my research to
somebody. But to me it's more important to use this as a research tool
to present to somebody. You can do anything. | like the idea that ysing
this thing, you can summarise all your data set into a single picturg and
then | want to know why I'm seeing what I’'m seeing, in other words
| think it's a good way to stimulate research into areas you might|not
have otherwise expected.

A.0.2 Metabolic Pathways Visualisation

Two biologists were present in this interview. Their responses are labelled “A.” and “A2.”. The
biologists were not native English speakers and there were some problems with transcription due to

their accents.

Spkr  Transcription Notes

Int.  This is a set of 7 metabolic pathways for different organisms and|I've
stacked them into the third dimension so that you can easily compare
differences between the different pathways. And the idea is that by
stacking them in an order such that adjacent pathways are as simijlar to
each other as possible, and that way it emphasises the differences, for
example here it's fairly easy to see that this reaction occurs only in one
organism.

A. To really see that you need multiple windows?

Int.  Yes possibly, but you should be able to see it. It would be nice to have
better labelling, but this is just a prototype. So what we want to evaluate
today is more the general principles of the visualisation of this ideg of
stacking into the third dimension.. So that's one application. Visualising
a set of related metabolic pathways. Another visualisation application
is with just one metabolic pathway

A. Can you show the top view so that we can see it's just one pathway?
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Int.

Int.

Int.

Int.

Int.

Int.

Int.

Just one metabolic pathway but we've added some data from experi-
ments, times series data. So the principle is fairly simple, we have times

what it is that you do. What your research into metabolic pathwa
and whether this style of visualisation would be appropriate.

We are dealing with carbohydrate metabolisms mainly. This containdibbecomes increasingly
course different metabolisms, The interaction between different tissusgsparent that the biol-
The problem with visualisation for us is that we have many, many datgist is concerned by
from different transgenic lines that we'd like to compare together. Arlde visual complexity in-
we need to be able to see that very directly, and very easily. So s nlleced by trying to visu-
thing like that is very nice we can see that very nicely, but someti e his large volume of
it’s difficult to see what'’s going on. data in this way

The principle of this one is visualising the data in situ in the metabolic

pathway. Is that useful for you?
Yes it is, one part of that. The other part is that we'd like to compalarge volumes of data
different plants together in one picture, different plants together aadd a combination of
different compounds together within one pathway. That makes it a |itbeth our applications,
bit complicated to show easily because we have 4 or 5 lines which we&l showing experimen-
like to compare together, and maybe 10 metabolites and compqutadislata for a number of
which are changing. time periods across mul-
tiple species

So there are 4 or 5 sets of data
5 lines means one wild type where each line is a plant, per plant| you
have 20 metabolites, and then you have these metabolites for 10-20 days
or something like that.
So you need to compare hundreds of metabolic pathways? What would
be more useful, to place 5 plants side by side or to make an animation
where you go from one to the next?
No all together. That is best if you go from one compound to the next
you bore all the people. And it takes a long time to go through, but if
you have it in one picture you can compare it and see the differences
between wild type plant and transgenic lines directly.

So you want to have one picture and the option to choose what ...
What is changing? What is changing, what is comparable? Wha{yaws diagram of a
really happening in each pathway? One easy example would be glymber of time series
colysis, sugar goes to sugar substance, goes down to some phospharis)

related metabolites. And at the end we use them for expiration| for

example, for amino acids. Now we have wild type plants and for|ex-

ample 3 transgenic lines with any number - and we have some changes

in this pathway, for eg. modifying an enzyme here and we should see

some changes here, and the question is now, how can we make it pasier

to understand that they are altogether here, these pathways, wild|type,

line 1, line 2, line 3 within these pathways?
So you'd be interested in being able to compare just 4 pathways at a
time?
Yes, the next step would be to see this one and this one and compare
the total change of all the pathway metabolites within all the plantg, all
changes of the metabolites which occur.
That's for one day?
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A. For one day, that would be the easiest way. We normally do that,| liReawing series of charts
when we compare them together we did it up to now, we just compare
one metabolite like that - which are for example, changes in sugars, but
in that case we have many, many graphs and it's likely to be compli-
cated.
Int.  Are there likely to be links, for eg. changes in one metabolite affect
changes in another metabolite?
A. Within one pathway, yes. Because when we change here something,
sugar may be accommodate it
Int.  Would it maybe help if we draw the pathway but each of the objectsiraws pathway with his-
this pathway is a kind of histogram. Just show the graphical chapgegrams at each node
within the pathway. Effectively, that is what we have here (points at
screen). The other advantage of this three D paradigm is that if there
are changes in the quantity of these reaction enzymes, then you can
show that with the thickness of the arrow.
A. Yes. OK | see. You could do this in a 2D picture, but then you would
have many charts, and the picture becomes confusing, the problem with
the 3D picture is that we have no experience with this kind of visualisa-
tion, and so we cannot see very easily or fast the changes. You can see
that, but not us, so here if you have different kinds of arrows, you dq not
know what that means, and we cannot see the changes and diffefences

and so on.
Int.  If we make it a bit bigger, then it's a bit easier to see the changes.
A. Yes, that's much nicer, and if you move up and down you can see redllyoving cross section

the changes viewer)
Int.  The other idea that we're thinking about trying is that if you have jan-
other dimension of data, so if you have different lines and from each line
you have a set of experimental data, so that each line might give you a
picture like this, and you had a method for stepping through the differ-
ent lines and replacing the data so that this 3D picture would change, as
you chose which line and then you get another dimension of data.
A. Yes. In that case changing from line to line is not really so interesting,
we just like to compare a control with all transgenic lines. So that|the
changes that happen in one line we can see happening in all transgenic
lines compared to the wild type. The reason why we might want to
have them altogether is that we can see that fast. That is easiest, but
it gets more complicated when we want to take more lines on different
days, but that would be very nice to have the first part finished |and
then think about the next set. And then the last part would be to |join
these pathways with the other and compare them together so that any
changes in that pathway have any effects on the other pathways.| That
kind of picture would be good to have them altogether, that would be
very useful and if you can change the type of diagram here or yoy can
select another set of data here. | think this has some advantages. The
disadvantage is that if you are not used to working in 3D, the advantage
is that it's a kind of animation. It shows for you in a better way than if
you just had a histogram. And then it's a bit like an animation going up
and down. With only the first one it is very difficult, but with this one
it's very clear.
A2 But there must be some kind of focus, it's nice to see the overview, but
if you go into 3D, there should be more, | think.
Int. More?
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A2

Int.

A2

Int.

Int.

Int.

Int.

Int.

Int.

More data. Or something, | don’t know. The advantage of 3D is that
you can go away and see the whole, when you go very near you se¢ only
the box. This navigation and moving around must be somehow used.

| think also the problem here is that we have a very restricted interface,

a static 3D image is perhaps not enough to get this. It would be |nice
if you could click on one of these columns and get a detailed view so
that you can easily see how it changes over time. That would an jdea.
If you just go to the pathway and know exactly where the changes are,
then you can click on it and you have the changes.
We can also set it up so that the colour of the column at each poijnt is
dependent on the changes in the column.
Yes, the idea would be so that where there are changes you know|them
immediately, and then to get detail you pop up this window and|see
exactly - ah - here in the middle, maybe the name of the metabplite
appears or something like that. And then you know exactly where the
change is in the transgenic lines compared to the wild type. That
be very nice. This should be maybe coloured differently.
Another idea that we've been playing with is using this facing so that
the idea here is that these are stacked in an order according to a distance
measure between the pathways, and so it would be possible herer to
change the spacing based on how similar they are, so that the really
similar pathways are close together, or you could change the spacing
according to any other difference measure. Would that be useful tq you
in any way?

That would be good for one line if | understand it right.
No we just space the levels to show difference or any parameter at all, so
we can space them according to the time when the samples were taken.
So if the samples weren’t taken at even intervals,
So somehow like that, that would be then control and here transgemcaws picture of stacked
or something like that, is that right? So 3 lines, 1, 2, 3? pathways

Yes you could stack them that way. And you could change the height.

Yes, for eg. if all the sugars for transgenics are higher compared to|here

Well - this is the usual distance, and if there is a bigger gap, then th@weinting to gaps be-
is a bigger interval between the data samples. tween pathways in dia-
gram)

Yes that's completely different to the other one. But this situation|we

don't encounter very often. Because what we normally do is a compar-

ison between transgenic lines and wild type under different conditions.

Although one of my colleagues is doing both, they are also doing ex-

periments over many days and weeks and so on, on one line. So that

could be used in this case?
So you still often need to compare results from pathways? So anpther
thing that I've been explaining to people is that in this example |the
ordering that we’re showing is fixed, but there’s no reason why you
couldn’t have an interface which actually selects which pathwayg are
shown, and you could select half a dozen of them just by clicking on
them.

Yeah, yeah, that's very good (getting excited).
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Int.

A2

Int.

A2

Int.

Int.

Int.

A2

Int.

A2

So this is what | think you were saying before, we need to consider ja lot
of interactive features as well.
Yes, that's true. That would be then the next step really, that we have a
list of different pathways and compare them, a small number at a time.
That’s very good. Although the problem with the animation is that we're
not normally dealing with animation, though for talks or presentations it
would be very good. If | do that in a seminar or a talk that’s very gaod,
but if I do it in our group, then they like to see the changes of all the
metabolites. | like that very much myself, but I'm sure that the others
are getting confused. One you know what's going on, that’s very good.
But it's just to explain it to those people, that's the challenge.
So yes | think that’s the next step to train people and implement different
interaction, so that you can give them different ways to choose whatever
they want to see in the context.
| think this is a very good idea. | like that very much, just to go through
different pathways.
At the moment we have to go through click, click, click, but it would be
easy to make that automatic, like a kind of automation.
That would be very good.

For me what would be very good is if we have this 2D net which you
select from the 3D, and then if you click on one metabolite then yoy get
a histogram or a table of the data.
That is really a very good idea, if you have this pathway here you know
glycolysis and then you click on it and you see the changes, and the
changes can be marked by different colours for example. And then
when you go through different pathways, get the changes for the other
compounds, that's very nice.
There’s a theory that there’s a limit to how much information you can
show in one picture. Seven different entities.
That's not much.

So it seems natural that there’s going to have to be some way of zogming
in on areas of interest.

So | have this idea that if you look at it, then the nodes such as
boxes are just black boxes, but then if you click on it you see
detail, so we can look at the overview and go with the mouse, so|you
don’t see everything at one moment. If you look at very complicated
graphics, then you have to look very carefully at what's going on.
A way to look at small areas in the network is to be able to draw a box
around it.
That would be perfect. That idea is very important because when| you
have large networks, when you change for eg. a specific enzyme |here,
then you expect to have changes only in this part normally. That wpuld
be the first thing we would have to look at, and we could just mag
that and see whether we have any changes, and then the second step
would be to ask the question whether these changes have any effect on
the other parts of the pathway.
Another thing with the layering, it would be nice to pull the layers apart
so that you can see between them. And the colouring between the lay-
ers, here it is the same, but it should be completely different so that you
can easily contrast the layers.

To make it clear where the changes are.

Yes, and the colours could be matched to this other view.

Yes, that would be perfect.

If the colour has no other meaning, that could be also the case.
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A.
Int.
A2

Yes, we are coming very close to the solution.
What time is it?
Lunchtime.

A.0.3 Phylogenetic Tree Visualisation

Again two biologists were present.

Spkr

Transcription

Notes

Int.

So the idea is, this is just a prototype, we show one way to compare
different organisms so we've got 7 different metabolic paths from 7
different pathways, and they've been stacked on top of each other in 3D.

In order to compare the differences between them, you can see th
pathway is quite different in terms of the reactions that appear comg
to the bottom pathways. For eg. if you look kat this reaction in the
pathway, the only other pathway that shares is the next one down

e top
ared
top

, but

then it appears in no other pathways. So we've been discussing this type
of application with a number of biologists and getting some very useful
feedback about the various different ways we can improve it. Another

application shows just one metabolic pathway but with experimeg

ntal

data. For example, another biologist obtains a metabolite profile across

20 metabolites on different days, so you can see it's just one path
but then we've included the experimental time series data in 3D in
width of columns. Also the width of the arrows is an indication of t
strength of the reaction, possibly how much enzyme is used or invg
in the reaction, that sort of thing. This is what I'm calling a 2 1/2
network visualisation metaphor. So we have a set of networks an
stacking it this way we're extending it into the third dimension.

way,
the

he
Ived
D

d by

A few months ago | found a paper in which they were comparing a set

of philogenetic trees. When they generate the trees they visualise

d the

output of their clustering algorithm which inferred the phylogenic trees

from DNA sequence data, but of course that process takes a very
time, and it would output a phylogenic tree every hour or so, gradd
converging on optimal solutions to the problem. So they visualised

long
ally
that

by taking each of the phylogenic trees and stacking them in the third

dimension, and the idea was that you could see how the algorithm

pro-

gressed over time. This visualisation I'm showing you now is based on

data from a biologist in Sydney.
This is just to understand it. This is the time development in a Mar
chain or Monte Carlo simulation which gives you over a time period
approximation.

kov
an
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Int.

Int.

Int.

That's right, actually this data set is a bit different. The output of |his
algorithm is a set of hundreds of phylogenic trees and they’re ranked in
order of what the best approximation to the actual tree is. So herg we
show the top 10 or so estimates, and they've been stacked in 3D in prder
to compare them. According to the biologist it's still interesting to see
what the second best, third best, etc. estimates are. because the biplogist

it would be quite hard to compare adjacent trees because they could be
arranged quite differently. So I've applied an algorithm to arrange| the
trees by switching the branches in the tree in order to make the leaves
appear in an order which is as similar as possible from one tree tp the
next. And then we link up similar leaves with these coloured lines and
you can see that once I've run the algorithm, it's arranged these lgaves
in such a way that there are a minimal number of crossings between the
lines.

So the coloured lines connect same taxa.
Yes, that's right. So this is just a rough demonstration. There are many
problems with it, for eg. there are no verbals, so you can’t see exactly
what the species are. But it’s just intended to give you an idea of what
it is that I'm doing so that | can get your feedback. One thing I'd like

to show you is a slightly different rendering of that set of data. So here
we have the same set of phylogenic trees, but arranged with the leaves
around the perimeter of a circle. I've seen renderings of phylogenic
trees in two dimensions using a similar radial layout. That's quite com-
mon isn't it?

Yes, this is called a circular tree or something like that.
So the idea of doing this in three dimensions is that you get this barrel
structure, where on the outside you always have the leaves representing
the species and that might make it a little bit easier to track movements
in the species across trees. The other thing is that I've link the root of
each tree with this spine which you can see here simply to try and show
whether there are significant structural differences or changes in struc-
ture between adjacent trees. So here you can see there’s quite a big kink
in the spine, so to look closer you can probably see significant strugtural
changes between these two trees. So these are the ideas that I've been
playing around with, and now | just want to get as much feedback from
you as possible (laughing). So first, if you wouldn’t mind just telling

me how it is that you use phylogenic trees and their representations or
drawings in your work. And if you can see any parallels?
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A.

A2

Int.

A2

Int.

A2

Int.

Normally it's just drawings. And you have just two dimensional,
possibility to show it two dimensionally. You sometimes have the pos-
sibility of adding colour to show an extra attribute, but normally it is
just this. And the problem we often have is, if you calculate these trees
you get different results, and then you have to show all of them side
by side, so we have to go through every one and compare, and you can
manually flip it so that these taxa are here and you can draw it in| this
way. And sometimes you have the possibility to add some lines hefe so
that the reader can see much faster the connection. But | think this (the
demonstration) is appealing. You analyse say 5 or 6 different genes and
everyone gives you a little bit different picture of the relationship of the
organisms, and when you have to show up everything, here, here| here
(pointing to diagram). And it is a little bit complicated for the readef to
get the idea. And the first time | saw this picture | thought this would be

a fine possibility to show gene trees, and at the end to infer the species
the phylogeny afterwards. Because you have to integrate over 5 or 6
different gene trees to arrive at the end of a conclusion which will{tell
you what it is, the phylogeny of the organisms. And | think this would
be a really fine thing. If you have, just like this metabolism network
at the very beginning, you can see all the possibilities, but at the| end
you have a backbone which sums up everything in this backbone|con-
nection. In this way you could visualise and you could track, herelis a
different pathway, and this is another possibility.
I think we would need to pick on one species and see where it appears
in the tree.

So you'd like to see more interactive possibilities in the system?
Just a descriptive feedback, so that if you click on one node it highli

this would help in combining molecular morphological data.
What does that mean?

they see that you have a simple flower at first and then a more ¢com-
pound flower derived. Then the tree is much more simple but it would
be absolutely interesting to map the simple trees on the complex molec-
ular trees and then define molecular branches that are supported by the
outside shape of the plant. And that is the main interest at the moment,
combining data.

Do you have an example of a data set of one of these trees?
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A2

Int.

A2
Int.

A2

Int.

A2

Int.

A2

Int.

A2
Int.

There are two different approaches. You can calculate an additional tree
like here, or trees from several different genes, and there is in every tree
a little bit different outcome. This one is calculated from morphological
data. This one has red flowers, this one has blue flowers and this one has
yellow flowers. And what you can do is to calculate these are just three
characteristics, and you have often not enough morphological charac-

acteristics. You can use, if this is the real organisms phylogeny,
you can go on and look where are these blue flowers, and you
see they are occurring here, and here and this gives you an immediate
indication that blue colour arises two times independently during| the
evolution of the flowers and then you can go back and say, Oh why,
where is the specific link, why have these two a blue flower and lyou
find maybe these are pollinated by these and these are able to see blue
better than red, something like this. To get more information about|this
interaction between environments and morphological structures, we of-
ten use the molecular tree and just plot it on, and this would be a|nice
thing to see.
But in terms of geography, seeing that sometimes some branches are
only African or we do it with chemical compounds, it depends on what

is useful to our group.
So how do you do it at the moment? Do you get one of these jpro-
grammes and produce one of these trees with it and colour it by hand?
Yes.
So when you draw them, the software doesn'’t give you the option to
change the ordering of the leaves if you wanted to make sure that all
the leaves corresponding to some geographical attribute, for eg. if you
wanted to ensure that all the species which occurred in Australia were
placed together
There are programmes that allow us to do that interactively. You|can
click and it swaps the branches. In a programme called Mac Clade you
can change the topology of the tree just by dragging a branch from one
point to another.
But it doesn’t happen automatically. You can't look at the tree and then
press a button and have it group the leaves according to some parameter.
No. But it can do other things, like with this flower colouring. It calqu-
lates where is the yellow or blue. OK | can't integrate it.
So if  understand it, say from looking at the root, say this ancestor here
is the first one which has the colour characteristic?
Yes. But we can also click on the tree. What are the features, what char-
acteristics for this branch, and there could be 10 different characterjstics
supporting this group here.

So it tells you this in terms of the underlying data?
Yes

But is it possible, like with this other one we showed you, to comhine
or compare trees?
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Int.
A2

Int.

A2

Int.

A2

Int.

A2

No, but this would be really great. But also sometimes we have data
which looks like a network where you can’'t decide immediately if a
particular character state is the right choice. It looks like this because
there are different types, and we might have types in our data where we
are not able to decide. Is it derived on this way, or is it derived from this
way. So we get networks. But it happened also that you might also get
hybrid species where you have two species that combine. So we pften
have the problem to visualise networks,
So you are not able to do this?

No, it is normally really hard. My solution is | calculate all the non-
hybrid species and then just add my hybrids where they belong. And so
this is one parent and this is another parent, and my hybrid is defived
from this. And I think this would be a promising part to include when
we have ambiguous data, and it is very much like this when we have
different metabolic pathways and you could show the hybrids in angther
dimension, and to be able to show that there are bifurcations they join
together. This is much more biological than to assume that at gvery
point we have a bifurcation.
So the length of these branches shows evolutionary time? So whenh you
have these hybridisations, must the total length of the branch on
side be the same?

this happened at a particular point of time then you have to use some
really good algorithms to calculate, and what the problem is is how to
really integrate hybridisation and time. | can visualise it relatively easily
and say this is not much time ago, maybe a million years, or this|is a
million.1 years, but as soon as you add these reticulate structures and to
integrate them somehow in a logical way.
So | think we have two different applications. The one that we have
in our example is where the biologist computes all of the possibilities,

enzymes or whatever, and you want to combine these trees to agai
a visual comparison and find out which is the most likely one. An
the second one the stacking ordering is arbitrary.

It would be nice to bring it in such a way that the order shows you|the
more similar results are near together, and the more distant solutions are
further apart.
That's in fact the same problem that we showed you at the beginning for
the metabolic pathways because the pathways are ordered in a way that
the most similar are close together in stack. From the computational
point of view the difficulty is you have an exponential solution space of
possibilities, but when there are a dozen or so trees that's not a problem.
We could use for the trees a similar approach to find an appropriate
order for the trees, and then the other problem with how to deal
this network-like structure.

Yes | think if you have a good solution for the metabolic pathway then
it should be easy to transfer it for tree combinations. This is basically
the same question that you have to answer there. This one with the
reticulate structures in the phylogenic trees, this is a major problem for
a lot of people. There is no good idea for how to visualise it.
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Al

Int.

A2
Al

Int.

A2

All
Int.

Al

Int.

A2
Int.

A2
Int.
A2

For this metabolic pathway this looks great. It would great to show
ambiguities or differences, and from the top this is the place where there
are the most connection. For this problem of the reticulate structures
there is no solution currently, and | think this would be really helpful.
This is just a technical question. The file formats for the trees that|you
use are standard text format. What file format do you use for these sort
of reticulate structures.
Just Powerpoint diagrams.
There is no way to see immediately from the data which one is| the
hybrid. There are programmes that will say you have some problems
in your structures, they are just not bifurcations. They cannot handle
reticulate structures in the data. We do this manually. This is shown
like this (draws picture). There is a rectangle in the tree. It gives you an
indication that it is not just a bifurcation, it is just not this branch first
and then these too, it might be 3 or even 5. This symbol shows that they
have some special relationship.
So the trees are not always binary, but they can be branching in three
ways or more?
Yes this is an indication that there may be 4 characteristics and only one
is intermediate. And then on the other side there may be only twp so
they unite again.

[Discussion about details of diagram]
So it's an interesting question. So there are two problems, first we have
to draw these trees with their reticulate structures and then find an or-
dering for sets of trees.
Sometimes we show these changes in the trees with overlays in |over-
head projector slides or Powerpoint animations to capture the different
aspects in the data. But it's all done by hand. It would be nice to show
something like this (the 3D tree stack) when you're giving a presenta-
tion. So the points in the trees where there are different internal struc-
tures are interesting from the biology, why are there these differences in
the data?
Another leaf ordering that I've seen referred to a seriation. Underlying
this is the data set in some dimension analogy, and they derive the|trees
by clustering species which are similar in the underlying data space,
and I've seen papers where they talk about trying to order the leaves of
a tree so that adjacent leaves of the tree are as close as possible in the
underlying data space.

But then there are crossings within the tree?
No, they do it such that the plenarity of the tree is maintained becpuse
if you draw it with an arbitrary ordering of the leaves, then it’s possible
that leaves that are children in separate sub-trees and therefore are quite
different or far apart in the underlying data space can be placed next to
each other in the tree but in the tree drawing. Do you use this sart of
ordering ever?
No, but we may use an ordering to show the geographical relationships.
Do you do this by hand by manually switching leaves?

Yes, the programme lets you switch neighbouring branches.
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Al

All

Int.

Al

A2

Int.

A2

Al

In principle it's a problem. What would be the best order and you [can
just flick around the branches without changing the top topology of the

gramme, and then manually turn and arrange everything so that you can
easily show that these two groups, there are some differences but they
are mostly the same. And if you don’t do it, then you have a completely
unordered set of trees and really no one can read it.

[discussion about exchanging data for further collaboration]

So how do you label the trees in your diagrams? Do you label onl
taxa, or do you label the internal nodes as well?

No we only label the leaves because they represent the actual organisms
and everything deep down here is hypothetical and we have no names
for them.
To give you an example | have just mapped chemical compounds|onto
the leaves and on the internal branches of maps their common ancestors.
So the big branches have the same chemical compounds as the children?
Yes, some common alkaloids. So that would be something just as an
example. The ancestors here develop one compound and all the leaves
in this sub-tree have the same compound to give an idea.
We use this kind of parsimony to explain the distribution of charagter-
istics with as few as possible mutations. We don't want to invent|too
much hypothesis. So in the common ancestors we show the lowest pos-
sible number of changes.

the










APPENDIX B

Included CD-ROM and Software Description

The included CD-ROM contains software implemented to test ideas presented in this thesis. All
systems were implemented in JAand Java3B The CD-ROM contains ZIP files which should

be unpacked onto a local drive. The resultant directories contain README files which explain
how to run the various programs. Note that these software systems should be run on computers
with fast processors (Pentium 4 or better) at least 512 megabytes of main memory and graphics

cards with at least 128 megabytes of memory.

B.1 The WiLMA ScoPE Three-Dimensional Graph Visualisation Sys-

tem

WiLMA ScopPEwas designed as a generic stand-alone system for three-dimensional graph visualisa-
tion and as a toolkit to be used by other programs. See FBjdrfor a screen-shot. WMA SCOPE

features:

e a hierarchical-clustered graph model;

plugins for different glyphs to represent graph elements;

an extensible object-oriented design allowing easy extensibility for new layout al-

gorithms or graphics environments;

the ability to create high-resolution still images or to record animations;

e open-source distribution under the Lesser GNU Public License

! Available fromhttp://java.sun.com/j2se/ .
2pAvailable fromhttp://java.sun.com/products/java-media/3D/
3Seehttp://www.gnu.org/copyleft/lesser.html


http://java.sun.com/j2se/
http://java.sun.com/products/java-media/3D/
http://www.gnu.org/copyleft/lesser.html
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Figure B.1: A WILMA Scopescreen-shot showing some important features.

More details on WLMA ScoPEare available from the homepagdgtp://www.wilmascope.
org and is also discussed at greater lengthis].[
The distribution on the CD-ROM comes with a number of examples described in this thesis.

The following files can be found in the default data directory:

sectorFMMove.xwg — An example of a BRTFOLIO COLUMNS stratified-graph
visualisation showing movement in a fund-manager’s portfolio as described

in Section5.6.

metabolicPathwayWithData.xwg — A visualisation of experimental data

shownin-situin the underlying metabolic pathway as described in Seé&iard

metabolicPathway.xwg — The metabolic pathway comparison example from
Section6.3.
phylotree.xwg — A stratified phylogenetic tree visualisation with minimal

inter-strata leaf-edge crossings as described in Se¢tiba


http://www.wilmascope.org
http://www.wilmascope.org
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phylotreeCyl.xwg — A stratified phylogenetic tree visualisation using the

Barrel layout method as described in Sectroh

Use theFile->New menu option to remove the current graph before loading a new example.
The examples may be examined with a cross-sectional viewer by activatingehe>Show

Axis Plane menu option.

B.2 The PORTFOLIO SPACE EXPLORER System

The PORTFOLIOSCAPE EXPLORERSYstem, as described in Chapfers also included on the CD-
ROM. Once it has been run (see the included README file) the user is presented with a window
allowing them to choose the data-set that is loaded, see top-left window in BBgireChoose
either a data-set from the drop-down menu box and press the “Add new PCA’ button to initiate the

visualisation.
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Figure B.2: The FORTFOLIOSPACE EXPLORERSYstem.
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